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What-ifs and counterfactuals

• Questions about the impact of a population-level interventions (e.g., the effect 
that can be causally attributed to a change in policy) are about what-ifs.

• Prospectively, we can think about how the world would be different if we 
intervened to change the status quo.

• Retrospectively, we can think about what would have been had we not 
implemented a particular policy or program.

• These alternative causal states are known as counterfactuals.
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The “selection” problem

• Treatment and control groups are rarely exchangeable (i.e., programs/policies are 
selectively placed in different areas and the decision to participate is often 
voluntary).

• These differences could affect potential outcomes, creating bias.

• Economist call this selection or omitted variable bias.

• In epidemiology, the effect of these pre-existing differences between groups is 
commonly called confounding bias.
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RCTs are designed to address selection

• An RCT is characterized by: (1) comparison of treated and control groups; (2)  
randomized treatment assignment; and (3) investigator control over the 
randomizing.

• Randomization guarantees exchangeability on measured and unmeasured 
factors, and we can estimate the causal effect without confounding bias.
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Challenges  of population-level exposures

• When considering the social determinants of health, many exposures, whether 
social factors or policies/programs  cannot be randomized:

• Unethical (poverty, parental social class, job loss);  

• Impossible (ethnic background, place of birth);

• Expensive (neighborhood environments, large-scale poverty policies)

• Moreover, some exposures are hypothesized to have long latency periods (many 
years before outcomes are  observable).

• To measure impact, we need non-randomized alternatives to RCTs.
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Consequences of non-randomized assignment

• If we  are not controlling treatment assignment, then who is?

• Policy programs do not typically select people at random:
• Programs target those that they think are most likely to  benefit;
• Programs implemented non-randomly (e.g., provinces passing  drunk driving 

laws in response to high-profile  accidents).

• People do not choose to participate in programs at random—for example:
• Welfare programs, health screening programs, etc.;
• People who believe they are likely to benefit from the program.

• Key problem: people choose/end up in treated or untreated group for reasons 
that are difficult to measure and that may be correlated with their outcomes.
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Selection on “observables”  and “unobservables”

• Observables: Things you measured or can measure.

• Unobservables:  Things you can’t measure (e.g., innate abilities).

• Exogenous variation: predicts exposure but (we assume) not associated with 
anything else [mimicking random  assignment].
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Strategies based on observables and unobservables

• Most observational study designs control for measured factors using: 

• Stratification;

• Adjustment;

• Matching or weighting.

• Quasi-experiments aim to account for unmeasured factors by design:

• Interrupted time series (ITS) and difference-in-differences (DD); 

• Synthetic controls (SC);

• Instrumental variables (IV) and regression discontinuity (RD).

• In contrast to traditional observational studies, natural and quasi-experimental 
designs include some strategy for addressing selection on “unobservables”.
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Natural experiments vs. quasi-experiments

• Natural and quasi-experiments refer to “experiments that have treatments, 
outcome measures, and experimental units, but do not use random 
assignment to create the comparisons from which treatment-caused change is 
inferred.”(Cook, 1979)

Natural experiments

• Natural experiments: Treatment groups are random or “as if” randomly assigned, 
but not by the  investigator (e.g., lotteries, arbitrary treatment discontinuities, 
weather shocks).

• Quasi-experiments

• Quasi-experiments: 

• Assignment to treatment groups is not “naturally” random;

• However, can make a convincing case for “as if” random assignment with  
added design features, controls, and (of course) assumptions.

Cook (1979); Dunning (2012) 11



Example: impact of parental leave policies
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Problem of purely observational approaches

• It is hard (or maybe impossible?) to randomize new parents to different durations 
of leave after giving birth.

• Hundreds of studies have compared outcomes for parents who took different 
quantities of leave after the birth of a child.

• These studies rely on the unverifiable assumption that we can adequately 
measure and properly control for all confounders that explain why people take 
different quantities of leave and affect the outcome.

• Thus, methods that only address observables, such as regression adjustment or 
matching, are at high risk of confounding bias.
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What if we consider parental leave policies?
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leave-taking

Outcome

Measured 
confounders

Unmeasured 
confounders
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Basic difference-in-differences design (visually)
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Advantages of fixed effects
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• Fixed (i.e., non time-varying) differences 
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DD designs: What’s the counterfactual (WTC)?

• Counterfactual: DD designs use a (untreated) control group to substitute for the trend 
we would have observed in the treated group, had it been untreated.

• Core assumptions:

• Parallel trends: without the intervention, treated and control groups would have 
displayed similar trends, which is unverifiable but can be explored.

• No anticipation of treatment

• Many extensions:

• Robustness checks (e.g., triple differences, violations of parallel trends);

• Dynamic effects (e.g., leads, lags, event study);

• Staggered treatments; methods that allow for heterogeneous treatment effects.
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Synthetic control methods

• What if we can’t find a suitable control 
group for a DD design?

• The synthetic control method uses a data 
driven approach to compare the trend of an 
outcome in a treated unit with the trend in 
a synthetic composite area (the “synthetic 
control”)

• The synthetic control is a weighted 
combination of comparison units, which 
arguably provides a better comparison for 
the treated unit than any single control unit

19Source: Abadie et al. (2010)



Synthetic control designs: WTC?

• Counterfactual: The synthetic control represents the counterfactual scenario for a 
treated unit in the absence of the intervention under scrutiny.

• Core assumptions:
• Absence of significant shocks that affected the treated unit exclusively;
• No impact of treatment on control units;
• Unmeasured confounding? Abadie et al. (2010) argue that effective matching 

on lagged outcomes and measured covariates controls for time-varying 
unobserved factors.

• Extensions:
• Alternative controls, predictor weights, study periods; 
• Placebo and falsification tests;
• Augmented synthetic control methods.
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The interrupted time series design

• The interruption refers to a population-level intervention that occurs in a known 
point in time and separates a time series into pre- and post-intervention periods.

• ITS measures the impact of that interruption on the behavior (e.g., level, slope) of 
the time series and does not necessarily require a control group.

22Source: Thyer (2012)



Interrupted time series designs: WTC?

• Counterfactual: single group ITS compares the trend in an outcome after an 
intervention against the extrapolated trend from the pre-intervention time series.

• Core assumptions:
• Accurate prediction of how the outcome would have evolved in the absence of 

the intervention (the “control function”);
• The absence of co-occurring events that affect the outcome, or confounding by 

seasonality or other cyclical trends.

• Extensions:
• ITS with a control group, known as controlled ITS, which is analogous to DD;
• Multiple interruptions and allowing for lagged effects;
• Robustness checks (e.g., testing for lead effects; negative controls) and methods 

to handle autocorrelation.
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• The RD design uses the random 
variation in treatment assignment 
created by arbitrary cutoffs as an 
instrument to evaluate impacts of 
interventions and other treatments.

• RD measures the difference in post-
intervention outcomes between units 
near the cutoff.

Source: Gertler (2011)
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Regression discontinuity (visually)
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Regression discontinuity: WTC?

• Counterfactual: those who fall just above the cutoff based on some characteristic, 
called the assignment variable, should be like those who fall just below it on 
measured and unmeasured factors and serve as the counterfactual.

• Assumptions:

• Continuity of assignment variable near cutoff (no manipulation);

• In the absence of treatment, no prior discontinuity in the outcome or covariates;

• Fuzzy RD, which is basically IV analysis, requires standard IV assumptions.

• Extensions:

• Assessing balance of other covariates;

• Use different bandwidths, with and without covariates;

• Alternative parametric and non-parametric modeling strategies.
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Concluding remarks

• We often want to estimate the impact of population-level interventions but lack 
control over treatment assignment.

• Quasi-experimental studies are a family of methods that, by design, account for 
some forms of selection by unobservables (unmeasured confounding).

• However, they are still observational—credibility is continuous and results are 
more credible if we start with unconditional randomized treatment groups.

• We should do our best to examine the robustness of our main findings through 
carefully designed sensitivity analyses.
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Thanks!

For questions, comments, or suggestions: arijit.nandi@mcgill.ca

For information about our project: www.prosperedproject.com
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