Society for
Epidemiologic
Research

2023 Annual Meeting

Abstract Book

June 13-16, 2023



0598 OAS Oral Abstract Session

LATEBREAKER
Health Disparities

Social inequities in TB mortality risk in California: a decomposition approach to examine
race and ethnicity, nativity, and impact of homelessness Sara McElroy* Sara McElroy Lisa
Pascopella Pennan Barry

More than 80% of people with tuberculosis (TB) in California (CA), were born outside the U.S. Race
and ethnicity are also associated with TB risk and mortality in CA, with higher TB incidence and
mortality among persons of Asian, Black, or Hispanic race and ethnicity, compared to White. Racial,
ethnic, and nativity inequities may be tied to social determinants of health (SDOH), e.g.,
experiencing homelessness. We estimated mortality risk during TB treatment and: 1) inequities
between intersectional groups of race, ethnicity, and nativity; 2) the specific impact of homelessness
by intersectional group, using three-way causal mediation analysis. We decomposed the effect of
mortality attributed to homelessness and intersectional group into direct (PDE), indirect (PIE), and
interaction effects (INTmed). Estimates are for adults in CA with active TB during 1993-2021
(n=74,671), adjusting for HIV, age, and sex. Among persons who died with TB (n=6,035), US-born
(USB) Whites had the highest proportion of deaths after starting treatment (n=820, (13.8%)).
Proportions of homelessness varied across intersectional groups (from 1%, non-US-born (NUSB)
Asian to 27%, USB Black), and differentially contributed to death with TB for each group (PIE).
Compared to USB Whites, after controlling for the effect of homelessness, USB Blacks had a positive
risk difference (RD=0.15(0.02-0.27)) and all NUSB intersectional groups had a negative RD;
suggesting that TB mortality risk is greatest for USB Blacks (PDE). Mediated interaction effects
were identified for NUSB Asian (RD= -0.65, (-1.2- -0.15)) and NUSB Hispanic (RD= -0.53, (-0.76-
-0.29)) compared to USB White persons with TB, which indicates that these groups had lower TB
mortality risk, that varied depending on the proportion of persons experiencing homelessness.
Findings suggest that the experience of homelessness increases the risk of death with TB, even
when controlling for unmeasured SDOH associated with race, ethnicity, and nativity.
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The relationship between education and Cytomegalovirus infection varies by
sociodemographic subgroup Sokhna A. Gaye* Sokhna A. Gaye Lucia Pacca Grace Noppert Anusha
M. Vable

Previous research supports an inverse relationship between education and Cytomegalovirus (CMV)
infection - indicating an association between early-life socioeconomic factors and chronic infection.
However, it is unclear if this relationship varies by sociodemographic subgroup. Using the Health
and Retirement Study (HRS) data, we investigated the association between education and CMV
infection across gender and racial/ethnic subgroups.

Our sample included respondents interviewed in the 2016 HRS Venous Blood Study (N = 7,233).
Education was operationalized as years of schooling, centered at 12. CMV infection was defined by
dichotomizing CMV Immunoglobulin G (IgG) as CMV seropositive (CMV IgG = 0.5 U/mL) and CMV
seronegative (CMV IgG < 0.5 U/mL). We used logistic regressions to estimate the overall association
of education with CMV, and included race-by-gender interaction terms to evaluate effect
modification. We adjusted for age (centered at 60), parental education, and immigration status in all
models.

In our sample (mean age 68 years, 58% women), mean education was 13 years of schooling and
CMV infection prevalence was 71.3%. Overall, education was associated with lower likelihood of
CMV infection (OR = 0.95, 95% CI: 0.92, 0.99). Compared to White men, each additional year of
education was associated with lower odds of CMV infection for all women. The differential
association was largest for Black women (OR = 0.83, 95% CI: 0.72, 0.95), followed by Latinas (OR =
0.85, 95%CI: 0.74, 0.96), and White women (OR = 0.89, 95%CI: 0.87, 0.92). There was no evidence
of a differential relationship between education and CVM infection for Black and Latino men
compared to White men.

We found evidence of an overall protective relationship between education and CMV infection, and
evidence of differential relationships by sociodemographic subgroups such that Black, Latina, and
White women benefit more from each year of education than White men.

S/P indicates work done while a student/postdoc 2/1443
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LATEBREAKER
Health Disparities

Adolescent Student Bullying Victimization: Differences across Presidential Administrations
Paul Villafuerte* Paul Villafuerte Elizabeth Kelvin

BACKGROUND: Student bullying is increasingly recognized as a public health problem. Recent
political shifts in the United States (US) have led to concerns that political leadership may impact
bullying behavior.

OBJECTIVE: We assessed the association of presidential administration (Trump versus Obama) on
bullying among US high school students overall and if the association was modified by race/ethnicity
OrT Sex .

METHODS: We used 2009-2019 national Youth Risk Behavior Survey (YRBS) data. Crude and
multivariable logistic regression models were run to assess the association of the Trump
administration (year 2017-2019) (versus the 2009-2016 Obama administration) with being bullied in
the past year (in-person or cyber) and tested Interaction among presidential administration, sex, and
race/ethnicity.

RESULTS: Overall, 23.9% of US high school students reported having been bullied in the past year,
but there was no difference by presidential administration (aOR=1.02, p=0.698). There was
significant interaction between presidential administration and race/ethnicity for Black (interaction
p=0.029) and Hispanic (interaction p=0.004). In the stratified models, among Black students there
was a significantly higher odds of being bullied (OR = 1.22, p < 0.001) while among Hispanics there
was a significantly lower odds of being bullied (OR = 0.81, p = 0.010) during the Trump
administration compared to the Obama administration.

CONCLUSION: National political trends, as represented by presidential administration, were
associated with changes in bullying in high school that was experienced differently by racial/ethnic
identity. Further research is needed to assess these associations under additional presidential
administrations and to explore what was going on in the country during those administrations that
impacted child behavior to inform the development of effective anti-bullying programs.
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Race and Risk of Breast-Cancer Related Lymphedema in the United States 2004-2017 Janit
Leonard* Janit Leonard Chris Agala Kristalyn Gallagher Yemi Ogunleye

Introduction:

Breast Cancer-related lymphedema (BCRL) is a progressive condition caused by
impairment of lymphatic drainage resulting in accumulation of excess tissue fluid in the
extremity and inflammatory changes. This study aimed to identify risk factors for and
temporal trends of the incidence of BCRL in a population-based cancer registry.

Methods:

We used SEER-Medicare data for 2004-2017 to identify female breast cancer cases who had
breast surgery and developed BCRL during follow-up time, based on ICD-9 and ICD-10
procedure and diagnosis codes. We performed a univariate analysis of risk of BCRL,
assessed crude risks and relative risks for patient characteristics and BCRL diagnosis
using generalized linear models and Cox proportional-hazards model to determine risk
over time of developing lymphedema after breast surgery.

Results:

A total of 187,608 female cases who had undergone breast cancer surgery were identified.
Of these, 165540 (88.43%) were white, 12903 (6.89%) were black, and 8764 (4.69%) were
unknown or other race. Rates of ALND (p<0.0001) and lymphedema (p<0.0001) decreased
for all races over the study period. A total of 13571 patients (7.23%) developed BCRL.
Black patients had a higher rate of ALND than white patients (p<0.0001). Black race was
associated with increased risk of lymphedema diagnosis (HR 1.153 (1.067, 1.245) in a
multivariate analysis.

Conclusion:

Further research is needed to evaluate if the increased risk in black patients is due to
biology of disease, variations in treatment, or other unmeasured risk factors for BCRL.
Early diagnosis and treatment programs targeting these patients may help reduce the
burden and severity of BCRL.
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Cancer

Estimating the long-term effects of lifestyle interventions for cancer survivors using target
trial emulation and dynamic treatment strategies Emma E. McGee* Emma E. McGee Miguel A.
Hernén Edward Giovannucci Lorelei A. Mucci Walter C. Willett Yu-Han Chiu Barbra A. Dickerman A.
Heather Eliassen

Approximately 40% of the US population is expected to be diagnosed with cancer during their
lifetime. As the number of cancer survivors increases, it is imperative to identify effective
lifestyle interventions for these individuals. However, randomized trials of interventions with
long-term outcomes are not always practical. Observational data may therefore be needed to
emulate a target trial.

Using data from 3 prospective US cohorts, we emulated a target trial of a recommendation-
based, dynamic intervention which required adhering to current recommendations for
physical activity and dietary intake of fruits, vegetables, whole grains, legumes, processed
foods, red meat, processed meat, and sugar-sweetened beverages. Eligible individuals were
diagnosed with nonmetastatic breast or prostate cancer and were free of conditions that
could preclude following the recommendations at baseline. We used the parametric g-
formula to estimate 20-year risks of all-cause mortality. We conducted sensitivity analyses to
address potential biases, including modifying the dynamic intervention to assess potential
confounding by disease severity.

Among 9,107 eligible adults diagnosed with breast or prostate cancer, 1,791 deaths
occurred. The estimated 20-year mortality risk for adults with breast cancer was 21.0% under
the recommendation-based intervention vs. 30.8% under no intervention (RD: -9.8%, 95% ClI
[-12.4%, -7.4%]; RR: 0.68, 95% CI [0.60, 0.76]). For prostate cancer, the 20-year mortality
risk was 39.6% under the recommendation-based intervention vs. 48.6% under no
intervention (RD: -9.1%, 95% CI [-12.6%, -5.3%]; RR: 0.81, 95% CI [0.73, 0.89]). Results were
robust to sensitivity analyses.

Adults diagnosed with breast or prostate cancer may experience meaningful reductions in 20-
year mortality under a sustained physical activity and dietary intervention. Our approach
may inform the design of future studies evaluating the effectiveness of lifestyle interventions
for cancer survivors.

S/P indicates work done while a student/postdoc 7/1443



Figure 1. Estimated survival for adults diagnosed with breast or prostate cancer under a recommendation-based physical
activity and dietary intervention vs. under no intervention, Health Professionals Follow-up Study (1990 — 2018), Nurses'
Health Study (1990 — 2014), and Nurses’ Health Study Il (1997 - 2019)."
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The recommendation-based intervention required sustained adherence to the following recommendations: (i) engage in =1.25 hours/week vigorous or
=2.5 hours/week moderate physical activity, (ii) eat =5 servings/day fruits and vegetables, (jii) eat =3 servings/day whole grains and legumes, (iv) eat =1
serving/day processed foods, (v) eat <3 servings/week red meat, (vi) eat <1 serving/week processed meat, and (vii) do not consume sugar-sweetened
beverages. Survival estimates were obtained from the parametric g-formula with the following covariates: age, cancer stage, primary cancer treatment
modality, tumor estrogen receptor status (breast cancer), menopausal status prior to diagnosis (breast cancer), postmenopausal hormone replacement
therapy use prior to diagnosis (breast cancer), Gleason grade (prostate cancer), PSA level at diagnosis (prostate cancer), smoking history, alcohol
consumption, body mass index, diabetes, hypertension, hypercholesterolemia, parental history of myocardial infarction before age 60, conditions that may
preclude following the recommendations (metastasis [prostate cancer], myocardial infarction, stroke, congestive heart failure, amyotrophic lateral sclerosis,
or functional impairment), total energy intake, physical activity, and dietary intake of fruits and vegetables, whaole grains and legumes, processed foods,
red meat, processed meat, and sugar-sweetened beverages.
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Selection bias as an explanation for the observed protective association of childhood
adiposity with breast cancer C Mary Schooling* C Mary Schooling Kezhen Fie Jie Zhao

Background: Recalled childhood adiposity is inversely associated with breast cancer
observationally, including in Mendelian randomization (MR) studies, questioning the role of
childhood adiposity. Breast cancer studies recruited in adulthood only include survivors of childhood
adiposity and breast cancer. We assessed recalled childhood adiposity on participant reported
sibling and maternal breast cancer to ensure ascertainment of non-survivors using MR.

Methods: We obtained independent strong genetic predictors of recalled childhood adiposity
(comparative body size at 10 years (thinner, about average, plumper)) for women and their
associations with participant reported own, sibling and maternal breast cancer from UK Biobank
genome wide association studies (GWAS). We obtained MR inverse variance weighting estimates.

Results: Childhood adiposity in women was inversely associated with own breast cancer (odds ratio
(OR) 0.66, 95% confidence interval (CI) 0.52 to 0.84 for plumper compared with thinner)) but was
unrelated to participant reported sibling (OR 0.85, 95% CI 0.60 to 1.20) or maternal breast cancer
(OR 0.84, 95% CI 0.67 to 1.05 respectively) for the same comparison.

Conclusions: Weaker inverse associations of recalled childhood adiposity with breast cancer with
more comprehensive ascertainment of cases before recruitment suggests the inverse association of
recalled childhood adiposity with breast cancer is due to selection bias arising from preferential
selection of survivors. Greater consideration of left truncation in public health relevant causal
inferences is warranted.
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Cancer

The impact of adiposity across the life course on ovarian cancer risk Jennifer Ritonja*
Jennifer Ritonja Sreenath Madathil Belinda Nicolau Kevin L’Espérance Vikko Ho Michal
Abrahamowicz Anita Koushik

Adiposity is hypothesized to promote ovarian cancer development given its influence on hormones.
The majority of past studies have measured adiposity during middle to late adulthood and have
reported a possible weak positive association. Among a few studies examining early adulthood
adiposity, most showed a positive association, suggesting that exposures at distinct life periods may
impact risk differently. A life course approach to epidemiology provides a formal framework to link
exposures over life to later health events. Using this approach, we sought to identify if ovarian
cancer risk is influenced by adiposity during certain critical or sensitive life periods or accumulated
over life. A population-based case-control study was conducted in Montreal, QC, Canada in 2011-16.
Participants reported their tallest attained height and body weight for each decade of life from age
20 to study participation, which were used to calculate body mass index (BMI). We used a Bayesian
relevant life course exposure model to estimate the relative impact of BMI on ovarian cancer risk for
three different life periods: early adulthood (age 20), childbearing years (age 30), and menopause
(age 50). In preliminary results among the 363 cases and 702 controls aged 50 years or older, the
adjusted OR for the lifetime effect of BMI (per 5 kg/m2 increase) on ovarian cancer risk was 1.14
(95% credible interval [CrI]: 0.93-1.39). In comparing different life periods, BMI in early adulthood
was identified as a potential sensitive period (OR: 1.06, 95% Crl: 0.96-1.22). ORs for invasive cancer
were stronger for both the lifetime effect (OR: 1.23, Crl: 0.97-1.55) and for early adulthood (OR:
1.10, Crl: 0.99-1.36). Other life period definitions (e.g., ages 20, 40, 50) also suggest a sensitive
period in early adulthood. These preliminary results suggest that higher adiposity during adulthood
is associated with a higher ovarian cancer risk, and early adulthood may be a sensitive period.
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Estimating the effect of pre-diagnosis physical activity on survival after breast cancer: bias,
bias and more bias Frances Albers* Frances Albers Ziyu Wang Brigid M. Lynch Sabrina E. Wang
Dallas R. English

Background: Pre-diagnosis physical activity is reported to improve survival for women with breast
cancer. However, studies of pre-diagnosis exposures and cancer survival are affected by several
biases, made clear when applying a target trial framework. We investigated the impact of selection
bias, immortal time bias, confounding and adjustment for mediators in a systematic review and
meta-analysis of the effect of pre-diagnosis physical activity on survival after breast cancer.

Methods: Medline, Embase and Emcare were searched from inception to November 2021 for
studies examining pre-diagnosis physical activity and overall or breast cancer-specific survival after
breast cancer. Random-effects meta-analysis was used to estimate pooled HRs and 95% Cls
comparing highest versus lowest pre-diagnosis physical activity levels. Subgroup meta-analyses
were used to compare HRs of studies with and without different biases. ROBINS-E was used to
assess risk of bias.

Results: We included 19 studies. Women with highest versus lowest pre-diagnosis physical activity
had higher breast cancer-specific survival across most analyses. However, uncertainty exists
because overall risk of bias was serious. Protective effects were attenuated in studies that adjusted
for mediators (HR = 0.95, 95% CI: 0.86 to 1.04) compared to those that did not (HR = 0.67, 95% CI:
0.54 to 0.83). Studies with immortal time bias indicated a protective effect (HR = 0.78, 95% CI: 0.67
to 0.91) whereas those without suggested no effect (HR = 0.94; 95% CI: 0.76 to 1.16). Insufficient
studies were available to investigate selection bias and confounding.

Conclusion: Biases can substantially change effect estimates. Due to the misalignment of treatment
assignment (before diagnosis), eligibility (at diagnosis), and start of follow-up (before, at or after
diagnosis), bias is inevitable. It is not possible to correctly estimate the effects of pre-diagnosis
exposures on cancer survival with current epidemiological methods.
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Sequence analysis in life course epidemiology of cancer: conceptualization and application
Bernadette van der Linden* Bernadette van der Linden Rainer Gabriel Stefan Sieber Matthias
Studer Arnaud Chiolero Stéphane Cullati

GOAL The article presents sequence analysis and its potential for life course epidemiology of cancer

PRINCIPLE The life course perspective is a growingly popular approach in epidemiology and public
health to study the interaction between individual lives, social changes, and health. It stresses the
importance to understand outcomes, such as health, within their unfolding trajectories, which raises
methodological challenges. One major challenge is to characterize the individuals’ life course
trajectories of employment and family, which are embedded in a societal context. Instead of focusing
on the occurrence of specific events or at certain time points, the life courses of individuals are
treated as a whole. Relying on data mining techniques, the method provides a typology of recurrent
trajectories observed in the sample. The main concepts of life course epidemiology including
duration, timing, ordering, cumulative dis/advantage, and critical periods can be considered.

CASE STUDY As an illustration, using data for 9,543 women from the Survey of Health, Ageing, and
Retirement in Europe followed-up over 16 years, we assessed how employment trajectories predict
cancer. Using sequence and clustering analyses, we identified eight employment trajectories from
16 to 65 years old: 1) mainly full-time, 2) mainly domestic/family work, 3) mainly full-time
employment to domestic/family work, 4) mainly self-employed, 5) various employment to part-time,
6) domestic/family work to full-time employment, 7) mainly unemployed, and 8) other/missing
(Figure). The typology of trajectory was used as a covariate in a Cox regression model predicting
cancer risk. The results showed that the mainly domestic/family work trajectory was associated with
the lowest risk of developing cancer.

IMPLICATION Sequence analysis is an insightful method to consider the whole life course of
individuals. The typology of trajectories can be used to explore associations with cancer or other
health outcomes.
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Figure: Sequence density plots for the identified employment trajectories. The bars represent the
proportion of respondents in each of the employment types at a specific age.
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Adult lifetime predicted vitamin D exposure and the risk of ovarian cancer Jennifer Ritonja*
Jennifer Ritonja Coraline Danieli Magnoudewa Priscille Pana Michael Palmer Kevin L’Espérance
Vikki Ho Michal Abrahamowicz Anita Koushik

Vitamin D has received wide scientific interest in cancer prevention. Studies of serum 25-
hydroxyvitamin D [25(OH)D], a biomarker of total vitamin D exposure, have suggested an inverse
association with ovarian cancer risk, though not consistently. However, 25(0OH)D was generally only
measured in late adulthood, which may not capture the etiologically relevant period. While serum
25(0OH)D is the best available biomarker of total vitamin D, a cost-efficient alternative is to use
models that predict serum 25(OH)D from lifestyle and personal attributes. In a population-based
case-control study in Montreal, Canada (490 cases, 896 controls), we investigated predicted
25(0OH)D over the adult lifetime in relation to ovarian cancer risk. Predicted 25(OH)D scores were
computed for each year of life from age 20 to two years prior to study participation using previously
validated prediction models. Unconditional logistic regression models were used to estimate
adjusted odds ratios and 95% confidence intervals for average lifetime 25(OH)D and ovarian cancer
risk. In addition, a flexible weighted cumulative exposure model was used to account for the impact
of timing of past 25(OH)D exposure. For each 20 nmol/L increase in average lifetime 25(OH)D, a
27% lower ovarian cancer risk was observed (OR: 0.73, 95% CI: 0.55-0.96). In the weighted
cumulative exposure model, the inverse association was strongest 5-15 years (OR: 0.86 per 20
nmol/L increase, 95% CI: 0.73-0.98) and 45-60 years (OR: 0.89, 95% CI: 0.83-1.00) prior to study
participation. Recent exposure (<5 years) was not associated with risk. In bias sensitivity analyses
that assessed the potential for selection bias using inverse-probability weighting and the influence of
error in our predicted 25(OH)D scores using SIMEX methodology, the results did not change
appreciably. These results support that higher 25(OH)D is associated with a reduced ovarian cancer
risk, and the impact may be more important in earlier life periods.
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Environment/Climate Change

The effect of heat waves on preterm and early-term birth in three western U.S states Amy
Finch* Amy Fitch Mengjiao Huang Matthew Strickland Andrew Newman Joshua L. Warren Howard
Chang

Background: Heat wave frequency and intensity is increasing and this trend is more pronounced in
urban areas.

Methods: We examined the relationship between heat waves and preterm (<37 weeks) and early-
term (37-38 weeks) birth in California, Nevada, and Oregon using two approaches. First, Daymet-
based temperatures were linked to births in the 8 largest metropolitan statistical areas. Second, a
novel urban heat island-focused dataset was linked to births by zip code. Daily mean temperatures in
each location (MSA and zip code) were used to identify heat waves from 1993 to 2017. Heat waves
were defined in three ways during the 4-day exposure window preceding birth: 1) number of days
over 97.5™ percentile threshold, 2) number of consecutive days over the threshold, and 3) heat wave
intensity (average degrees above the threshold). Live, singleton preterm or early-term births were
identified from state vital records. We conducted case-crossover (conditional logistic regression) and
time-series (Poisson regression accounting for overdispersion) analyses, pooling across locations
using a random effects meta-analysis.

Results: Across the three states there were 14,685,648 total births, 1,279,298 preterm births and
3,614,744 early term births from 1993 to 2017. MSA results showed modestly elevated rates of
early-term birth for heat waves occurring in the 4 days preceding birth. Pooled RRs (95%CIs) for 2-,
3-, and 4-consecutive days above the 97.5" percentile mean temperature were 1.009 (1.000, 1.017),
1.011 (0.999, 1.023), and 1.017 (0.998, 1.036), respectively. However, in the pooled MSA analysis,
there was no evidence of an association between heat waves and preterm birth: 2-consecutive day
RR = 1.007 (0.983, 1.031), 3-day = 0.995 (0.971, 1.019), and 4-day = 1.000 (0.966, 1.035). MSA
results are being compared to zip code-based results in ongoing analyses.

Conclusion: We observed a stronger signal for the acute effect of heat waves on early-term birth
than for preterm birth.
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Environment/Climate Change

Drought in Western United States displaces and amplifies coccidioidomycosis, an emerging
fungal disease: a longitudinal surveillance study Jennifer Head* Jennifer Head Gail
Sondermeyer-Cooksey Alexandra K Heaney Alexander T Yu Isabel Jones Abinash Bhattachan Simon
K Campo Robert Wagner Whitney Mgbara Sophie Phillips Nicole Keeney John Taylor Ellen Eisen
Dennis P Lettenmaier Alan Hubbard Gregory S Okin Duc ] Vugia Seema Jain Justin V Remais

Background

Drought is an understudied driver of infectious disease dynamics. Amidst the ongoing southwestern
North American megadrought, California is experiencing the driest multi-decadal period since
800CE, exacerbated by temperature. We examined the influence of drought on coccidioidomycosis,
an emerging infectious disease in the southwestern U.S.

Methods

We analyzed California census tract-level surveillance data from 2000-2020 using generalized
additive models and distributed monthly lags on precipitation and temperature. We then developed
an ensemble prediction algorithm of incident cases per census tract to estimate the counterfactual
incidence that would have occurred in the absence of drought.

Results

An estimated excess of 1,467 and 2,649 drought-attributable cases were observed in California in
the two years following the 2007-2009 and 2012-2015 droughts, respectively, more than offsetting
declines experienced during drought. An interquartile range (IQR) increase in summer temperatures
was associated with 2.02 (95% CI: 1.84, 2.22) times higher incidence in the following fall, and a one
IQR increase in precipitation in the winter was associated with 1.45 (95% CI: 1.36, 1.55) times
higher incidence in the fall. The effect of winter precipitation was 36% (95% CI: 25, 48%) stronger
when preceded by two dry, rather than average, winters. Incidence in arid counties was most
sensitive to precipitation fluctuations, while incidence in wetter counties was most sensitive to
temperature.

Interpretation

In California, multiyear cycles of dry conditions followed by a wet winter amplifies transmission,
especially in historically wetter areas. With anticipated increasing frequency of drought in
southwestern U.S., continued expansion of coccidioidomycosis, along with more intense seasons,
may be expected.
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Is short-term exposure to heat associated with anxiety and depression? A case-crossover
analysis Anne M Weaver* Anne Weaver Christine L Gray Erik Slawsky Joshua Moyer Cavin Ward-
Caviness

Background: Health impacts of heat are increasingly important due to climate change. Anxiety and
depression are common and understudied mental health conditions, which may be associated with
heat exposure. We examined associations between short-term (5-day) mean apparent temperature
and health visits for anxiety or depression in North Carolina in a case-crossover analysis of
electronic health records.

Methods: We identified 2256 adults with anxiety or depression in a random sample of electronic
health records from University of North Carolina Healthcare System patients 2004-2018. We
examined 5-day mean apparent temperature (incorporating temperature and humidity) at the ZIP
code level for patients during 9177 visits with a diagnosis of anxiety or depression compared to
control time points 14 and 28 days before and after each visit. We used conditional logistic
regression models adjusted for personal (age, sex, race, health insurance status), environmental
(season, annual PM, . concentration, climate division) and neighborhood (median household income,
percent Bachelor degree or more, percent urban) factors. We conducted analyses overall and
stratified by diagnosis, sex, and season.

Results: Median age of patients was 46 years, 70% were female, and 75% were White. Mean 5-day
apparent temperature was 18.5°C (SD 10.4). We did not observe an association between 5-day mean
apparent temperature and anxiety or depression overall (OR 1.00, 95% CI 1.00-1.00). However, we
observed positive associations between temperature and anxiety or depression during summer
months (OR 1.09, 95% CI 1.07-1.11) and inverse associations in winter (OR 0.96, 95% CI 0.95-0.98).

Conclusions: We did not observe associations between apparent temperature and anxiety or
depression overall, but we observed season-specific associations. In hotter months, increased
apparent temperature may be detrimental to mental health; in colder months, increased apparent
temperature may be beneficial to mental health.
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Wildfire-related PM2.5 and mortality in California Robbie M. Parks* Robbie Parks Tarik
Benmarhnia Joan A. Casey M. Maria Glymour Marianthi-Anna Kioumourtzoglou Mathew V. Kiang

Background and aim

Wildfires and resulting smoke are critical public health concerns, particularly in California, the most
populous US State. Previous studies have comprehensively demonstrated that elevations in overall
fine particulate matter (PM, ;) pollution increase population mortality. The impact of wildfire-related
PM, ; may differ, however, due to potentially different composition. As wildfires increase in both
intensity and frequency, comprehensive assessment of the association between wildfire-related PM, -
and all-cause and cause-specific mortality across multiple years of study is needed.

Methods

We used daily mortality data provided by the California Department of Public Health and a
comprehensive well-validated record of wildfire-related PM, . concentrations from an ensemble-
based statistical approach at the daily census tract level in California over 4 years (2016-2019). We
implemented a time-stratified case-crossover design with distributed lag non-linear terms (0-6 days)
to estimate associations between daily census tract-level wildfire-related PM,; and death rates in
California, accounting for daily temperature with a similar distributed lag non-linear structure. We
also examined how the association varied by cause of death, sex and age group.

Results

For wildfire days, wildfire-related PM, ; concentrations had an overall mean of 1.4 pg/m°®, standard
deviation of 5.7 pg/m’, and a maximal value of 203.2 pg/m’. There were 1,069,078 million deaths in
California during 2016-2019. In preliminary results, for all-cause deaths, a 10 pg/m’ increase in
wildfire-related PM, ; across 0-6 lag days was associated with a cumulative

7.8% (95%CI:-0.7%,16.3%) increase in death rates for females aged 65 years or older, with an
8.7% (95%CI:-0.3%,17.7%) increase for males aged 65 years or older.

Conclusions

Our findings demonstrate the potential deadly threat of wildfire smoke PM, ; to public health, and
the need for targeted interventions and additional preparedness for wildfire-related PM, ;, especially
in the immediate days following elevated concentrations.
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Environment/Climate Change

The powerful and the power outages: a climate justice-focused assessment of severe
weather-driven power outages in New York State, 2017-2020 Nina M. Flores* Nina M. Flores
Alexander J. Northrop Vivian Do Leo Y. Jiang Robbie M. Parks Diana Hernandez Joan A. Casey

Background: As a result of discriminatory practices, marginalized communities often live in regions
disproportionately impacted by flooding, extreme heat, and other severe weather events. As climate
change increases such events which damage the electrical grid, power outages may present new
challenges for climate justice. Here, we use granular New York State (NYS) data to characterize the
impact of severe weather events on power outages, while considering neighborhood vulnerability.

Methods: We obtained the hourly number of customers without power in electrical power operating
localities (POL; n=1865) throughout NYS from 2017-2020. We spatially aggregated hourly
temperature, precipitation, wind speed, lightning strike, and snowfall data to POLs. We linked
outages to severe weather (windspeed =30kts, temperature <20°F, temperature =90°F, daily
accumulated precipitation =1inch, daily accumulated snowfall =1 inch, presence of tropical storm),
and calculated the ratio of outages occurring with severe events. To investigate power outage-
related climate injustices, we repeat the analyses stratified by (a) urbanicity (rural, urban) and (b)
quartiles of the CDC Social Vulnerability Index (SVI).

Results: We found severe weather events contributed to 17.5% of outages across NYS with severe
wind, snow, and precipitation contributing to the most outages. We observed heterogeneity in co-
occurring ratios by SVI quartile and urban/rural status; we identified higher co-occurrence ratios for
wind, snow, and precipitation for rural POLs and POLs with greater social vulnerability (Figure 1).

Conclusion: Rural regions and regions with higher social vulnerability were more likely to face
wind-, snow-, and precipitation- driven outages; grid improvements should be prioritized in such
regions for more equitable grid reliability in a changing climate.
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Figure 1. The co-occurrence ratio of severe weather events and power outages presented (a) overall and stratified by (b)
SVI quartile and (c) urban/rural status.
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Shedding light on environmental justice and power outages in New York State Vivian Do*
Vivian Do Alexander J. Northrop Nina M. Flores Diana Hernéndez Joan A. Casey

Background: Power outages are becoming more common and severe, but outage exposure may
occur differentially across communities. Health consequences associated with outages include
temperature-related illnesses, injuries, and cardiovascular/respiratory hospitalizations. Housing
policies and discriminatory practices may have resulted in disparate infrastructure improvements,
increasing the likelihood and severity of outages. We conducted an environmental justice analysis of
outages in New York State (NYS).

Methods: With hourly 2017-2020 NYS Department of Public Service data, we created a census tract-
level metric, outage duration. We considered outage duration as the hours of an outage event, and
we defined a tract to be exposed to an outage when the hourly percentage of customers without
power exceeded the 90th percentile of all customers without power across tracts by the following
strata: New York City (NYC), other urban areas, and rural areas. For each of these categories, we
generated quartiles of the Centers for Disease Control Environmental Justice Index (E]JI), which
ranks tracts using environmental, social, and health metrics and ranges from 0 (least burden) to 1
(greatest burden). We ran negative-binomial regression models to assess the association of E]JI
quartiles and average outage duration stratified by NYC, other urban areas, and rural areas.

Results: Outages lasted an average of 17.1 hours in NYC, 5.4 hours in other urban areas, and 6.4
hours in rural areas. Compared to outages in the least vulnerable tracts (EJI Q1), outages in the
most vulnerable tracts (EJI Q4) were 40% longer (95% CI: 10%, 80%) in NYC and 20% longer (95%
CI: 10%, 30%) in other urban areas. We observed no association in rural tracts.

Conclusions: In NYC and other NYS urban areas, higher EJI was associated with longer outages.
Future energy policies should focus on allocating resources equitably to reduce disparities in outage
exposure.
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Genetic proxies for antihypertensive drugs and mental disorders: Mendelian randomization
study in European and East Asian populations Bohan Fan* Bohan Fan Jie Zhao

Background: Mental disorders are among the top causes of disease burden worldwide. Previous
evidence regarding the repurposing opportunities of antihypertensives for mental disorders
treatment is conflicting and cannot establish causation.

Methods: We used Mendelian randomization (MR) to assess the effects of angiotensin-converting-
enzyme inhibitors (ACEIs), beta-blockers (BBs), and calcium channel blockers (CCBs) on risk of
bipolar disorder (BD), major depression disorder (MDD), and schizophrenia (SCZ). We used
published genetic variants in antihypertensive drugs target genes and correspond to systolic blood
pressure (SBP) in Europeans and East Asians, and applied them to genome-wide summary statistics
of BD (cases= 41,917; controls= 37,1549 in Europeans), MDD (cases=170,756; controls= 329,443 in
Europeans and cases= 15,771; controls= 178,777 in East Asians), and SCZ (cases=53,386;
controls= 77,258 in Europeans, and cases= 22,778; controls= 35,362 in East Asians) from the
Psychiatric Genomics Consortium. MR estimates were generated using inverse variance weighting
or MR-Egger if directional pleiotropy exists, along with the weighted median, weighted mode, and
Mendelian Randomization Pleiotropy RESidual Sum and Outlier (MR-PRESSO) methods, where
possible. We also performed gene-specific analysis as sensitivity analysis and utilized various
methods to address potential horizontal pleiotropy for CCBs.

Results: After multiple-testing corrections, genetically-proxied ACE inhibition was associated with a
lower risk of MDD in East Asians (odds ratio (OR) per 10 mmHg lower in SBP 0.65, 95% confidence
interval (CI) 0.48 to 0.89), but an increased risk of SCZ in East Asians (OR per 10 mmHg lower in
SBP 6.3, 95% CI 1.9 to 20.93) and Europeans (OR per 10 mmHg lower in SBP 4.42, 95% CI 2.38 to
8.23). Genetically-proxied BBs were not associated with any mental disorders in both populations.
We did not find protective effects of genetically-proxied CCBs on mental disorders, taken together
results from different analytic methods and sensitivity analyses.

Conclusions: Antihypertensive drugs may have differential effects on risk of mental disorders. Our
study found no evidence of a protective role of ACEIs or CCBs on mental disorders but potential
harm. Their long-term use among hypertensive patients with, or with high susceptibility to,
psychiatric illness needs careful evaluation.
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Surrogate Outcomes in the Causal Framework— Are we looking in the wrong place for
Alzheimer’s Disease prevention? Sarah Rothbard* Sarah Rothbard Eleanor ] Murray

In many clinical trials, the pharmacological intervention is assessed using on a surrogate
outcome—that is, a biomarker proxy for which there is evidence of a statistical association between
the biomarker and the true outcome of interest. Often, this biomarker is also used as an early
diagnostic indicator of the disease, and their use in trials can be cost-effective and accelerate the
drug development timeline. However, when we consider surrogate outcomes from a causal inference
perspective, it becomes clear that the practice is ultimately flawed-at least for biomarker-based
surrogate outcomes. Since surrogates cannot themselves be directly manipulated, prior research
linking the surrogate with the true outcome of interest is likely to suffer from a lack of causal
consistency, uncontrolled confounding, and limited transportability between research settings.

As an example, consider the novel human monoclonal antibody treatment for Alzheimer disease,
aducanumab. This treatment has been widely criticized for a lack of clear efficacy, and for the
limited population group in which efficacy was assessed. However, the problems with aducanumab
may go far beyond this single drug. In fact, other human monoclonal antibodies, including
solanezumab and bapineuzumab, have also failed to provide conclusive evidence of efficacy in
preventing Alzheimer’s disease progression. These antibody-based treatments have all be developed
and tested under the hypothesis that, by selectively targeting amyloid beta plaques in the brain, they
can halt the progression of plaque development and thereby prevent Alzheimer’s disease-related
dementia. However, the causal effect of plaques on Alzheimer’s cannot be easily tested and other
causal relationships cannot be ruled out.

Here, we describe from first-principles how the inherent limitations of estimating the causal effect of
a biomarker on the true outcome can result in the selection of incorrect surrogate outcomes, using
aducanumab as a case study.

Individuals in Pre-diagnostic

o o —— Aducanumab Plaques —— Alzheimer’s
Stages of Alzheimer’s

Hidden Cause
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Association between the use of centrally-acting and non-centrally-acting angiotensin
converting enzyme inhibitors and the risk of incident dementia and Alzheimer’s disease
Celine Chui* Edmund Cheung Celine Chui Min Fan

Ageing is a major risk factor for hypertension and dementia, with hypertension also increasing
dementia risk in the mid to late-life. Alzheimer’s disease (AD) is a common cause of dementia,
characterized by amyloid-beta plaques in the brain. The expression of angiotensin converting
enzyme (ACE) is thought to degrade amyloid-beta, while ACE inhibitors (ACEIs), an antihypertensive
drug class, may reduce ACE expression and affect the risk of dementia and AD. ACEIs that enter the
brain (centrally-acting) and those that do not (non-centrally-acting) may affect this differently. This
study aims to compare the incidence of dementia and AD between centrally-acting and non-centrally-
acting ACEI use.

This is a population-based cohort study using electronic health data from the Hong Kong Hospital
Authority. The target population were those aged 40 years or older, who were new users of ACEIs
from 2004-2019. Individuals required two consecutive prescriptions of the same type of ACEI and
were followed up from initiation until the earliest of outcome, death or last observation. The
outcomes were all-cause dementia and AD. Cox proportional hazards models adjusted with
covariates were used to generate hazard ratios (HRs).

The study included 90,159 new users of ACEIs, with 82,131 (91%) centrally-acting and 8028 (9%)
non-centrally-acting users. The mean age was 61 and 62 years at initiation, respectively, with a
median follow-up of 9 years. Compared to non-centrally-acting users, centrally-acting users had no
difference in the risk of all-cause dementia (HR: 0.94, 95% CI: 0.86-1.02) and a decreased risk of AD
(HR: 0.76, 95% CI: 0.59-0.98).

This study showed that initiation of centrally-acting ACEIs reduced the risk of AD compared to non-
centrally-acting ACEIs but there was no difference in the risk of all-cause dementia. Studies in other
countries are needed to support these findings.

This study is supported by the Hong Kong Research Grants Council General Research Fund, No.
17113720.
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The role of grace periods in comparative effectiveness studies of different medications
Kerollos Wanis* Kerollos Wanis Aaron Sarvet Lan Wen Jason Block Sheryl Rifas-Shiman James
Robins Jessica Young

Researchers are often interested in estimating the effect of sustained use of a pharmacological
treatment on a health outcome. However, adherence to strict treatment protocols can be challenging
for patients in practice and, when non-adherence is expected, estimates of the effect of sustained
use may not be useful for decision making. As an alternative, more relaxed treatment protocols
which allow for periods of time off treatment (i.e. grace periods) have been considered in pragmatic
randomized trials and observational studies. We clarify the interpretation, identification, and
estimation of treatment strategies which include grace periods. We contrast natural grace period
strategies which allow individuals the flexibility to take treatment as they would naturally do, with
stochastic grace period strategies in which the investigator specifies the distribution of treatment
utilization. We estimate the effect of initiation of a thiazide diuretic or an angiotensin-converting
enzyme inhibitor (ACEI) in hypertensive patients under various strategies which include grace
periods, implementing an estimator that permits the use of flexible machine learning algorithms for
confounding adjustment. We estimated that the 3-year risk of adverse cardiovascular and
cerebrovascular outcomes under a strategy which initiates an ACEI and includes a 3-month natural
grace period was 9.0% compared with 7.2% for a strategy which initiates a thiazide diuretic and
includes a 3-month natural grace period (risk difference: 1.8 percentage points, 95% CI: 1.0, 2.6).
The estimated 3-year risk difference ranged from 1.2 to 2.2 percentage points for stochastic grace
period strategies which varied the investigator-specified proportion of adherence during a 3-month
grace period. For all grace period strategies, we estimated that the risk was higher under treatment
with ACEIs, and that this difference was larger under grace period strategies which impose lower
drug utilization.
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Opioid use after hip fracture and one-year risk of subsequent fracture: a self-controlled
case series analysis Meghan Cupp* Meghan Cupp Kaleen N Hayes Sarah D Berry Melissa R
Riester Francesca L Beaudoin Richa Joshi Andrew R Zullo

Background

Hip fractures in older adults cause severe pain that often necessitates opioid use. However, opioids
may cause falls and subsequent fracture. Studies of opioids and subsequent fractures are often
limited by unmeasured confounding between opioid-treated and untreated persons. To overcome
this limitation, we used a self-controlled case series design to investigate rates of subsequent
fracture during periods of opioid use.

Methods

Our study included Medicare beneficiaries aged >66 years who utilized opioids after an incident hip
fracture (2012-2018) and had a subsequent fracture within one-year. Follow-up began on the day

of discharge from the hospitalization or post-acute care (PAC) stay after the incident hip fracture
and continued until the first subsequent fracture. We categorized each day during follow-up as
exposed (opioids on-hand) versus unexposed (no opioids) using Part D claims (Figure 1). Age-
adjusted incidence rate ratios (IRR) and 95% confidence limits (CLs) for subsequent fracture in the
exposed periods compared with unexposed were calculated by Poisson regression. Subgroup
analyses were conducted by sex, PAC setting, and opioid type.

Results

Of 100,236 persons prescribed opioids, 2,478 (2.5%) experienced a subsequent fracture. The overall
incidence rate of subsequent fracture was 5.78 per 1,000 person-days (PDs). The rate of subsequent
fracture was greater in exposed (6.86 [95%CLs 6.43, 7.33] per 1000 PDs) versus unexposed periods
(5.27 [95%CLs 5.01, 5.53] per 1000 PDs); age-adjusted IRR=1.31 (95%CLs 1.22, 1.41). Risk was
attenuated for individuals in inpatient rehabilitation facilities (IRR 0.98 [95%CLs 0.75, 1.14]) and
enhanced for those using tramadol exclusively (IRR 1.64 [95%CLs 1.40, 1.93]).

Conclusion

Opioid use after hip fracture may increase the risk of subsequent fracture. Since opioids are often
necessary to treat pain in older adults, patients and their clinicians must take precautions to avoid
falls during periods of opioid use.
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Association of physician characteristics and their competency on prescribing of non-
steroidal anti-inflammatory drugs (NSAIDs) among patients with congestive heart failure
Fiona Chan* Fiona Chan David W. Bates Erica E.M. Moodie John R. Boulet Robyn Tamblyn

Acute exacerbations of congestive heart failure (CHF) are a leading cause of hospitalization
annually. NSAIDs are commonly used to treat pain, such as from arthritis, but are potentially
inappropriate medications (PIM) for CHF patients due to increased risk of exacerbations. Physician
age and sex frequently predict PIM use. While qualitative studies have attributed this to deficiencies
in communication ability and clinical knowledge, these relationships have not been investigated. Our
study aims to disentangle the mechanism underlying the association between physician age, sex,
their competencies, and incident NSAID prescribing to CHF patients with arthritis. We obtained
competency assessment scores for the cohort of International Medical Graduates (IMGs) who
completed their certification exam in 1998-2004. Linking them to US Medicare patients they
encountered in 2014-2015 with CHF and osteo-/rheumatoid arthritis, we analyzed these patients’
outpatient and prescription records from all physicians. We identified 10,441 IMGs who performed
an evaluation & management visit on 287,454 patients. In these, 1487 (14.2%) IMGs prescribed
NSAIDs to 2438 (0.9%) patients within 30 days of the visit. In our bivariable GEE logistic regression
models, physician age was a significant predictor of NSAID prescribing (OR per 10-year increase:
1.19 [95%CI 1.14-1.25]), but not sex. Higher clinical competency and communication scores were
associated with decreased odds of NSAID use, but the effects were attenuated after adjusting for
physician and patient factors. Older (OR per 10-year: 1.08 [95%CI 1.03-1.13]) and male (OR 1.15
[95%CI 1.01-1.30]) IMGs had increased odds of NSAID use in multivariable analyses. As 1.7% of
patients received an NSAID from another physician after visiting a study IMG, our next step is to
define the types of prior relationship between IMGs and patients. We hypothesize that the
relationship type modifies the effects of physician age and sex on NSAID prescribing.
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The Big Four: Target Trial, Target Population, Target Estimand, and Target Validity - A
New Paradigm for Making Causal Inferences From Observational Data Haidong Lu* Haidong
Lu Fan Li Gregg Gonsalves

While randomized controlled trials (RCTs) are important in evaluating causal relationships, many
causal questions cannot be answered through RCTs due to ethical, financial or feasibility concerns.
Consequently, a great deal of causal knowledge must rely on non-randomized studies (i.e.,
observational data). Therefore, it is essential to develop a solid methodological framework to
improve the quality of observational epidemiology, rather than circumscribing causal claims as the
sole province of RCTs. In this education piece, we provide a multi-part conceptual framework for
evaluating observation data in the generation of more accurate and useful causal knowledge,
defining four targets for consideration - the target trial, target population, target estimand, and
target validity. First, “target trial” emulation is a powerful and well-known framework for design and
analyses in observational epidemiology. The key idea is that one should investigate questions using
observational data as if they were the subject of a hypothetical randomized trial (“target trial”), and
then to mimic the trial and its protocols as closely as possible. However, while target trial emulation
can help minimize bias related to internal validity, it alone is insufficient to establish more
generalizable knowledge, as external validity is still a concern due to the restricted eligibility criteria
of many trials. To enhance external validity in observational epidemiology, one must also specify the
“target population” that inference is to be made about and the “target estimand” that is the target
effect measure to be estimated in a target population. By employing this paradigm, one can establish
and maximize a joint measure of both internal and external validity, called “target validity” and
hence yield more valuable effect estimates for decision making and planning purposes. We will use
the example of treatment for opioid use disorder using electronic health records from the Veterans
Affairs to illustrate the utility of this “four targets” paradigm for guiding causal inference from
observational data.
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Generalizability of causal effects: a potential outcomes perspective Daniel Westreich* Daniel
Westreich Alex Breskin

In recent years, epidemiology and allied sciences have given increased attention to the external
validity of study results. One subject which has repeatedly arisen in both discussions and the
published literature is the issue of effect measure scale. In particular, two questions have been
addressed: first, whether the risk ratio (in particular) is typically generalizable from a study sample
to a target population without further adjustment or weighting to ensure exchangeability, a
condition we here refer to as “naive generalizability.” And second and more broadly, whether a risk
ratio is more likely to exhibit naive generalizability than a risk difference. To date most of the
discussion of these points has remained somewhat inconclusive. Here, we attempt to shed additional
light on the question of the generalizability of the risk difference and risk ratio, using the
perspective of potential outcomes and causal response types (Doomed, Immune, Harmed,
Protected).

We discuss how to calculate the causal risk difference and risk ratio from a 2x2 table of potential
outcomes, and then propose conditions in terms of the causal types in which the risk difference is
generalizable, but not the risk ratio; and those in which the risk ratio is generalizable but not the
risk difference. We relate those conditions to possible scenarios about how a study sample for a
hypothetical trial relates to the target population of interest, thus enabling greater intuition into the
conditions under which we might expect an effect estimate to generalize.
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The application of simulation to quantifying bias: a framework for epidemiologists Jennifer
Dunne* Jennifer Dunne Gizachew A Tessema Gavin Pereira

Due to the observational nature of epidemiological studies, they are prone to various types of bias
(information, selection, confounding). In particular, reproductive and perinatal epidemiological
studies are subject to unique methodological challenges due to unobservable events from pre-
conception to birth and the clustering of outcomes across successive pregnancies or multiple births.
Therefore, to strengthen the validity of associations drawn from observational studies, it is important
for researchers to be able to identify, evaluate and, quantify potential sources of bias.

Commonly used to test statistical methods, simulation studies are under-used in epidemiology, yet
have the potential to quantify the influence of bias on exposure-outcome associations. Simulations
studies involve computational methods to create data by pseudo-random sampling. They are ideal to
quantify bias as the process of generating data allows greater control of the biased parameters of
interest. Current simulation studies in reproductive and perinatal epidemiology lack uniformity in
their design, analysis, and reporting. Lack of guidance in the application of simulation to quantify
the influence of bias has hampered researchers and peer reviewers.

This paper proposes a viable framework for the application of simulation studies to quantify the
magnitude and direction of biases in reproductive and perinatal epidemiological studies. Using
examples, the framework aims to demonstrate and highlight the value of applying simulation
methods to quantify selection, information, and bias resulting from the influence of unmeasured
confounding. We will illustrate how tools for the design, implementation, and analysis of simulation
studies can be applied to quantify bias in epidemiology. Finally, this framework underlines the
importance of quantifying bias to remove the uncertainty of exposure-outcome associations in
reproductive and perinatal epidemiology.
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Evaluating missingness assumptions for items in a frailty index Louisa Smith* Louisa Smith

When data is missing not-at-random (MNAR), sensitivity analysis can be used to assess robustness to
plausible missing-data mechanisms. By comparing results across different sensitivity parameters, it
is possible to investigate the extent to which conclusions would be affected by violations of the
missing at random (MAR) assumption. When multiple variables are missing, as is often the case
when items are drawn from multiple surveys or addressing sensitive topics, sensitivity parameters
can be hard to specify, and the dimensionality of the parameter space makes results more difficult to
interpret. In this work, we address sensitivity analysis for missing data in the context of a survey-
based frailty index, a commonly used measure of health status that takes into account multiple
factors, including chronic conditions, physical function, and social support. Using data on over
200,000 US adults over 50 from the NIH's All of Us program, we find that more than 90% are
missing data on one or more frailty-related conditions; item-specific missingness ranged from 3% to
69%. After eliciting plausible values for sensitivity parameters from geriatricians, we assess trade-
offs in assumptions and their effects on conclusions about frailty distributions. Under reasonable
assumptions for the sensitivity parameters and models for the missing values, we find that
conclusions about frailty distributions are similar to those under simpler MAR assumptions.
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The M-value: A simple sensitivity analysis for bias due to missing data in treatment effect
estimates Maya Mathur* Maya Mathur

Complete-case analyses can be biased if missing data are not missing completely at random. We
propose simple sensitivity analyses that apply to complete-case estimates of treatment effects; these
analyses use only simple summary data and obviate specifying the mechanism of missingness and
making distributional assumptions. Bias arises when: (1) treatment effects differ between retained
and non-retained participants; or (2) among non-retained participants, the estimate is biased
because conditioning on retention has induced a backdoor path. We thus bound the overall
treatment effect on the difference scale by specifying: (1) the unobserved treatment effect among
non-retained participants; (2) the strengths of association that unobserved variables have with the
exposure and with the outcome among retained participants (“induced confounding associations”).
Working with the former sensitivity parameter subsumes certain existing methods of worst-case
imputation, while also accommodating less conservative assumptions (e.g., that the treatment is not
detrimental even among non-retained participants). As an analog to the E-value for confounding, we
propose the M-value, which represents, for a specified treatment effect among non-retained
participants, the strength of induced confounding associations required to reduce the treatment
effect to the null or to any other value. These methods could help characterize the robustness of
complete-case analyses to potential bias due to missing data.
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Perspectives on harm in personalized medicine Aaron Sarvet* Aaron Sarvet Mats Stensrud

Explicit causal inference thinking and methodology is increasingly embedded in modern health care
systems. However, there remains substantial ambiguity about the translation of seemingly basic
bioethical concepts into the terms of this methodology. We focus on one such concept: “harm”, and
its relation to the Hippocratic principle. We articulate competing approaches, and review their
practical and philosophical differences in terms of epidemiological data analysis, as well as medical
and public health decision-making. We also provide novel methodological results on the fusion of
experimental and non-experimental data for personalised medicine. Broad awareness of these
approaches will aid a diverse set of stakeholders — from epidemiologists, to clinicians, to policy-
makers — in the successful translation of data into public good.
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Examining the contribution of socioeconomic disadvantage to racial and ethnic disparities
in low-risk cesarean birth in California Shalmali Bane* Shalmali Bane Suzan Carmichael
Mahasin Mujahid Elliott Main

In the US, there is substantial variability in the rate of cesarean birth by social factors, such as
race/ethnicity and socioeconomic disadvantage. The joint contribution of these factors, especially in
a multi-level context, for low-risk cesarean birth has not been examined.

Using a dataset of live birth and fetal death certificates linked with maternal hospitalization data
(2007-18), we examined the contribution of multi-level socioeconomic disadvantage (neighborhood
deprivation index at the census tract level, maternal education, and insurance) to racial/ethnic
disparities in low-risk cesarean (defined as nulliparous, term, singleton, vertex (NTSV)) births. We
used Poisson regression models clustered by tract and sequentially adjusted for maternal
characteristics, with interaction terms for race/ethnicity and measures of socioeconomic
disadvantage.

Among 1,815,933 NTSV births, 26.6% were cesarean. Adjusted RR increased with increasing NDI
(e.g., 1.06 95% CI 1.05-1.08 for most deprived vs. least deprived quartile), lower education (e.g.,
1.12, 95% CI 1.11-1.13 for high-school education or less vs. college educated), and public insurance
(1.11, 95% CI 1.11-1.12 vs. private insurance). When assessing interaction, Black individuals had an
elevated RR, relative to White individuals, across all NDI quartiles. Higher education and public
insurance status were associated with increased RR for NTSV cesarean for all racial/ethnic groups,
relative to White. The most advantaged White individuals had the lowest RR while the least
advantaged Black individuals had the greatest RR for cesarean birth.

Our findings suggest that the racial/ethnic disparity in low-risk cesarean is highest among privately
insured and more educated individuals, relative to White individuals; Black individuals had a
consistently elevated risk of low-risk cesarean regardless of NDI, while the risk for Asian and
Hispanic individuals decreased with increasing NDI.
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Figure. Association between measures of socio-economic disadvantage and risk of NTSV

cesarean birth for Black, Asian, and Hispanic individuals, relative to White individuals: California
2007-2018 (N = 1,815,933)
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All models include terms for race/ethnicity, NDI, insurance, education, age, pre-pregnancy body mass index,
pregestational diabetes status, pregestational hypertension status, as well as account for clustering by census
tract. Additionally, for a given exposure, the model includes an interaction term for that exposure and
race/ethnicity (e.g., NDI*race/ethnicity for the NDI model)

Abbreviations: AIAN American Indian/ Alaska Native, NDI Neighborhood Deprivation Index, NTSV nulliparous
singleton, term, vertex, RR risk ratio
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A Deterministic Selection Bias Analysis of the Etiologic Association Between
Periconceptional Folic Acid Supplementation and Spina Bifida in Offspring Due to
Differential Participation in the National Birth Defects Prevention Study Julie M. Petersen*
Julie Petersen Andrew Olshan Jacob Kahrs Mollie Wood Nedghie Adrien Samantha Parker Gary
Shaw Amy Herring Meredith Howley Paul Romitti Maria D. Politis

Background: A previous National Birth Defects Prevention Study (NBDPS) investigation reported an
OR of 1.0 (95% CI 0.7, 1.2) for the association between spina bifida and periconceptional folic acid
supplementation. This observation was unexpected given the wealth of research, including
randomized trials, finding that folic acid supplementation can reduce spina bifida risk by 40-60%.

Methods: We conducted a deterministic multidimensional bias analysis in the NBDPS to investigate
if there are plausible scenarios of differential participation that could explain the observed null
association. We assumed the true OR was at least 0.7 given prior studies and based estimates for the
prevalence of folic acid supplementation in the underlying source population from US-based reports
of periconceptional folic acid use (20-40%). We also searched the literature and employed causal
diagrams to consider if there are theoretical factors that could drive the differences in participation
by case-control and exposure status and result in structural selection bias via collider stratification.

Results: If folic acid supplementation was overrepresented, relative to the US source population, in
both the participating cases and controls, but more so among the cases, selection bias would be
substantial enough to shift the OR from 0.7 (hypothesized truth) to 1.0 (observed). This scenario
seemed plausible given that the literature supported common factors related to participation and
folic acid use. Specifically, both participation and folic acid use tend to be higher among individuals
who identify as Non-Hispanic White, planned the pregnancy, and/or have higher educational
attainment (Figure).

Comment: Our investigation supported that differential participation is a plausible explanation for
why a null finding between folic acid and spina bifida was observed in the NBDPS. However, other
potential explanations, such as recall bias, are possible and warrant further investigation.
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Figure. In this simplified directed acyclic graph (causal diagram), we describe a potential mechanism
that could have led to selection bias of the association between periconceptional folic acid
supplementation and spina bifida in offspring in the Mational Birth Defects Prevention Study
(NBPDS). The selection node indicates random selection to be approached to participate in the
study, whereas the participation node indicates individuals that ultimately participated. The box
around parficipation indicates conditioning on participation. The dashed line indicates a modified
causal relationship between periconceptional folic acid supplementation and spina bifida in offspring
due to conditioning on participation (a collider). We assumed here that it is a modified (as opposed
to non-) causal relationship, since there is a wealth of research, including randomized trials,

supporting that folic acid prevents neural tube defects, including spina bifida.
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COVID-19 Pandemic

Pregnancy, fetal, and newborn outcomes following a first booster dose of COVID-19 vaccine
during pregnancy Annette K Regan* Annette K Regan Sheryll Dimanlig-Cruz Eszter Torok Jay S
Kaufman Robert W Platt Siri E Haberg Christopher A Gravel Jeffrey C Kwong Gillian D Alton Tavleen
Dhinsa Prakesh S Shah Kumanan Wilson Ann E Sprague Darine El-Chaar Sarah A Buchan Sarah E
Wilson Sandra I Dunn Shannon E MacDonald Jon Barrett Nannette Okun Liam Bruce Mark C Walker
Deshayne B Fell

Objective: To assess risk of adverse pregnancy, fetal, and newborn outcomes following a 3rd dose
(first booster) of COVID-19 vaccine during pregnancy (vs. no 3rd dose during pregnancy) among
individuals who had already completed their primary COVID-19 vaccine series (two doses of mRNA
vaccine).

Methods: We used provincial databases in Ontario, Canada to identify all live and stillbirths =20
weeks’ gestation (birth registry) linked to the COVID-19 vaccine database. Individuals expected to
give birth from Dec 20, 2021 (start of 3rd dose eligibility for everyone =18 years) to Aug 31, 2022,
who had completed their primary series before pregnancy and became eligible for a 3rd dose before
the end of pregnancy (=6 months since dose 2) were included. We estimated hazard ratios (HR) and
95% confidence intervals (CI) for study outcomes, treating dose 3 as a time-varying exposure and
adjusting for confounding using inverse probability weighting.

Results: Among 32,693 births, 56.6% were to individuals who received a 3rd COVID-19 dose during
pregnancy. Compared with eligible individuals who did not receive a 3rd dose during pregnancy,
there were no increased risks of placental abruption (adjusted HR [aHR]: 0.89, 95%CI: 0.74-1.08),
chorioamnionitis (aHR: 0.67, 95%CI: 0.50-0.90), postpartum hemorrhage (aHR: 1.00, 95%CI:
0.88-1.14), cesarean delivery (aHR: 0.90, 95%CI: 0.87-0.94), stillbirth (aHR: 0.57, 95%CI: 0.41-0.81),
preterm birth (aHR: 0.93, 95%CI: 0.86-1.01), NICU admission (aHR: 0.96, 95%CI: 0.89-1.02), 5-
minute Apgar score <7 (aHR: 0.96, 95%CI: 0.81-1.13), or small-for-gestational-age infant (aHR: 0.86,
95%CI: 0.79-0.93) associated with receiving a 3rd COVID-19 dose during pregnancy.

Conclusion: Receipt of a 3rd COVID-19 dose during pregnancy was not associated with an increased
risk of adverse pregnancy, fetal, or newborn outcomes. These findings can help inform evidence-
based decision-making about the risks and benefits of COVID-19 booster doses during pregnancy.
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Screening to generate hypotheses of potential causes of congenital heart defects using
high-dimensional insurance claims data Jeremy Brown* Jeremy Brown Sonia Herndndez-Diaz

Background

The etiology of congenital heart defects, the most common birth defect, is poorly understood. Some
genetic conditions, maternal diseases (e.g., diabetes) and medications have been linked with heart
defects. Genome-wide association studies have successfully identified genetic determinants, but
similar efforts to identify novel non-genetic causes have been hampered by small samples and
examination of few potential causes.

Methods

We selected a cohort of pregnancies ending in live birth between 2011 and 2020 within a healthcare
administrative database in the US. Congenital heart defects were identified with a validated claims-
based algorithm. Indicator variables for any medication dispensation within the first trimester were
created for the 500 most commonly dispensed medications. Mid p-values for the association between
each medication and congenital heart defects were calculated using Fisher’s exact test. The false
discovery rate was controlled at level 0.05 using the Benjamini-Hochberg procedure. Relative risks
(RR) were calculated to reflect the strength of the associations.

Results

We identified 721,506 pregnancies and 9,084 congenital heart defects. There were 45 variables that
reached statistical significance of which 19 had relative risks above 2. Of these 45, 15 were related
to diabetes management (12 with RR>2). Other frequently represented therapeutic classes were
female hormones (n=5), benzodiazepines (n=3), antihypertensives (n=3), prednisolone and
derivatives (n=2), and immunosuppressants (n=2). .

Discussion

Findings corroborate the previously established association with maternal diabetes. Female
hormones, benzodiazepines, hypertension, and systemic lupus erythematosus (an indication for
immunosuppressants) have all been previously associated with increased risk of congenital heart
defects as well, but warrant further formal evaluation. Screening healthcare data may help us
identify potential causes of birth defects by generating hypotheses.
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Figure 1: P-values for the associations between each medication and congenital

heart defects
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A Safety Comparison of Continuing Versus Discontinuing Triptans for Acute Migraine
Treatment in the First Trimester of Pregnancy Following Pre-pregnancy Triptan Use Jacob
Kahrs* Jacob Kahrs Lauren Kucirka Mollie E. Wood

The primary medications prescribed for the acute treatment of migraines outside of pregnancy are
triptans. Safety data on triptans in pregnancy is limited but prior studies are relatively reassuring:
prenatal triptan use is not associated with many common pregnancy safety outcomes, such as
preterm birth or major congenital malformations. Even so, many pregnant migraineurs discontinue
triptans out of concern for fetal safety. This study expands on prior literature by examining
associations between first trimester triptan use and several pregnancy outcomes.

Using United States commercial insurance claims data from 2004-2015, we identified a cohort of
pregnant people who had an International Classification of Diseases, Ninth Revision, Clinical
Modification migraine diagnosis code at an inpatient, outpatient or emergency department visit in
the 90 days prior to the last menstrual period and filled a prescription for a triptan in the same
window. Participants who had a first trimester triptan fill (continuers) were compared to
participants who did not have a 1* trimester triptan fill (discontinuers) using generalized linear
models. We used inverse probability of treatment weights to account for differences in baseline
characteristics including comorbidities, medication use, demographics, healthcare utilization and
proxies of disease severity.

Of the 6,081 pregnancies included in this analysis, 1,639 filled a triptan prescription in the first
trimester. Triptan continuers had a decreased risk of preterm birth (risk ratio [RR] 0.79, 95% CI
0.66, 0.94) and similar risks of small for gestational age (RR 1.09, 95% CI 0.55, 2.19) and
preeclampsia (1.03, 95% CI 0.76, 1.40). We observed increased risks of placental abruption (RR
1.87, 95% CI 0.63, 5.51) and placenta previa (RR 2.03, 95% CI 0.64, 6.47) associated with triptan
continuation, albeit with very wide confidence intervals.

These results may be reassuring for pregnant migraineurs who need to continue using triptans.
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Associations of birth outcomes and air pollution at different time windows of pregnancy
and neighborhood greenery Wei-Lun Tsai* Wei-Lun Tsai Thomas ] Luben Kristen M Rappazzo

Many studies suggest that environmental exposures, including air pollution, are associated with
adverse birth outcomes. A growing body of research reports that neighborhood greenery is
associated with reduced odds of adverse birth outcomes. We examine the associations between
PM, ., NO,, and O, and preterm birth (PTB, gestational age < 37 weeks) and the potential mediation
by tree canopy, a measure of neighborhood greenery. Outcome data were obtained from the North
Carolina (NC) Department of Health and Human Services for the years 2003-2015 and limited to
live, singleton births (N= 1315316). Daily air pollution concentrations at the Census tract level were
obtained from hybrid ensemble models, averaged over each trimester and entire pregnancy, and
assigned to participants based on residential address at date of birth. Tree canopy within 250m of
each residence was calculated using 30m U.S. Forest Service Percent Tree Canopy Cover in 2011.
We used logistic regression models to estimate the effects of air pollution on the odds of PTB with
adjustment for confounders and then potential mediation effects by tree canopy. Analyses were also
stratified to examine whether disparities in air pollution and greenery exist by race/ethnicity.
Exposures to air pollution during the entire pregnancy had the strongest effects on PTB, with the
highest magnitude association observed for PM,; (aOR: 1.024 [95% Cls: 1.021, 1.027]), a modest
positive association observed for NO,, and a near-null association with O,. In addition, exposures at
the third trimester tended to have greater associations with PTB compared to either of the first two
trimesters. Tree canopy was associated with reduced odds of PTB (0.995 [0.992, 0.999]), and there
was no evidence of mediation of air pollution effects. Associations of air pollution and greenery
varied by race/ethnicity. Findings from this study suggest that environmental exposures during
pregnancy are generally important for birth outcomes.
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Opioid-Related Polysubstance Overdose Emergency Department Visits in Texas, 2016-2021
Vanora Davila* Vanora Davila Elena

Overdoses involving opioids are a major cause of mortality in the United States. This complex issue
is further complicated by polysubstance use with both stimulants and other substances. We aim to
assess the association of factors such as race/ethnicity, age, and co-occurring mental health
conditions with opioid-related polysubstance overdose emergency department visits. We analyzed
opioid-related polysubstance emergency department visits in Texas using data from the 2016-2021
Texas Hospital Inpatient and Outpatient Public Use Data Files. We restricted analyses to non-fatal
visits with a combination of revenue codes and International Classification of Diseases (ICD-10-CM)
codes for acute poisoning by opioids among Texas residents. Using multinomial logistic regression,
we identified factors associated with three categories of polysubstance overdose visits (opioids only,
opioids and non-stimulant substances, and opioids and stimulants with or without other substances).
From 2016-2021, there were 9,580 non-fatal opioid-related polysubstance overdose emergency
department visits in Texas. Among these, 9% involved opioids only, 60% involved opioids and non-
stimulants, and 31% involved opioids and stimulants. Compared to Non-Hispanic Whites, Hispanics
(OR: 1.52, 95% CI: 1.25-1.85), Non-Hispanic Blacks (OR: 1.82, 95% CI: 1.40-2.36), and persons in
other racial/ethnic categories (OR: 1.52, 95% CI: 1.10-2.10) were more likely to experience an
overdose involving opioids and stimulants. People aged 18-44 were more likely than any other age
group to visit the emergency department for an overdose involving opioids and stimulants. A co-
occurring mental health diagnosis was associated with increased likelihood of an overdose involving
opioids and non-stimulant substances (OR: 1.83, 95% CI: 1.59-2.12). Our findings suggest that
polysubstance use is increasingly driving opioid overdoses across Texas, with differences by
demographics for certain substance combinations.
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The effect of fentanyl on state and county-level psychostimulant and cocaine overdose
death rates by race in Ohio from 2010-2019: a time series and spatio-temporal analysis
Angela Estadt* Angela Estadt Brian White Staci Hepler William C Miller Kathryn E Lancaster David
Kline

Background: It is unknown how fentanyl has contributed to the rise in cocaine and psychostimulant
overdoses in Ohio. Our objective was to measure the impact of fentanyl on cocaine and
psychostimulant overdose death rates by race in Ohio.

Methods: We conducted time series and spatio-temporal analyses using data from the Ohio Public
Health Information Warehouse. Primary outcomes were state and county-level overdose death rates
from 2010-2019 for Black and White populations. Exposure measures consisted of four drug
involvement categories: 1) cocaine without fentanyl, 2) cocaine with fentanyl, 3) psychostimulants
without fentanyl, and 4) psychostimulants with fentanyl. We fit a time series model of standardized
mortality ratios (SMR) using a Bayesian generalized linear mixed model to estimate posterior
median rate ratios (RR). We conducted a spatio-temporal analysis by modeling the SMR for each
drug category at the county level to characterize county-level variation over time.

Results: In 2019, the greatest overdose rates were attributed to cocaine and fentanyl among Black
(22.6 deaths/100,000 people) and White (8.4 deaths/100,000 people) populations. Annual mortality
rate ratios were highest for psychostimulants and fentanyl among Black (aRR= 1.72; 95% CI: (1.37,
2.14)) and White (aRR= 1.64, 95% CI:(1.35, 1.90)) populations There was little change in mortality
involving cocaine without fentanyl with annual rate ratios among both White (aRR=1.04; 95%
CI:(0.90,1.23)) and Black (aRR=1.05; 95% CI:(0.95, 1.16)) populations near 1. Within each drug
category, change over time was similar for both racial groups. The spatial models highlighted
county-level variation for all drug categories.

Conclusions: In 2013, the inclusion of fentanyl into the cocaine and psychostimulant drug supplies
initiated a substantial rise in Ohio’s overdose rates. We found differences between Black and White
overdose rates from 2010-2019.
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Figure 1. Time series model: posterior median of the log(SMR) with 95% credible intervals for
cocaine, psychostimulants, and fentanyl by race in Ohio, 2010-2019
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Association between overdose prevention center implementation and neighborhood-level
misdemeanor drug arrests and complaints for syringe litter in New York City: A synthetic
control analysis Bennett Allen* Bennett Allen Brandi Moore Victoria A. Jent Brent Gibson William
C. Goedel Khadija Israel Alexandra A. Collins Brandon D. L. Marshall Magdalena Cerda

Background: The overdose epidemic continues unabated in the United States (US). In response,
New York City (NYC) implemented the first publicly recognized overdose prevention centers
(OPCs)—services where individuals can use pre-obtained substances under supervision of trained
staff—on November 30, 2021. Over 200 OPCs operate in 15 countries, with prior research
suggesting that OPCs are associated with reduced overdose death and improved neighborhood
conditions. However, opponents of OPCs argue that such services may lead to increased illicit
activity in surrounding neighborhoods. To assess this, we estimated the association between OPC
implementation and misdemeanor drug arrests and public complaints of syringe litter using a
synthetic control method.

Methods: Drug arrest and syringe litter complaint data came from NYC administrative records. To
create the synthetic control, we used monthly counts of arrests and complaints and US Census
measures of sociodemographic features for a 500-meter radius surrounding fixed-site syringe service
programs without OPC interventions in NYC. We defined 01/01/14-11/29/21 as the pre-intervention
period. The post-intervention period was measured at the monthly level (11/30/21-06/30/22).
Differences between the intervention site and synthetic control were assessed with permutation
tests.

Results: In the post-intervention period, the mean monthly count of misdemeanor drug arrests was
1.5 lower in the OPC neighborhood compared to the synthetic control (permuted P=0.750). The
mean monthly post-intervention syringe litter complaints count was 2.1 lower in the OPC
neighborhood compared to the synthetic control (permuted P=0.875).

Conclusions: OPC implementation did not impact neighborhood drug misdemeanor arrests or
syringe litter complaints, suggesting no increase in illicit activity. Future research is needed to
identify meaningful catchments areas to assess community impact of hyper-local overdose
prevention interventions such as OPCs.
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Are increases in the mortality rate of opioid overdose deaths in the United States due to
changes in the incidence rate or the case fatality rate? Adam Palayew* Adam Palayew Matthew
Bonn Stephen ] Mooney Kerry Keyes

Opioid overdoses have increased in the USA over the last 2 decades with over 100,000 overdoses
last year. This crisis has occurred largely in 3 waves: (1) an increase in prescription opioid (PO)
related deaths, (2) an increase in heroin-related deaths, and (3) an increase in fentanyl-related
deaths (figure). The mortality rate (MR) has increased over each wave; however, distinct changes
drove the increase in MR during each wave. Our work examines how the incidence rate (IR) and the
case fatality rate (CFR), each a component of the MR, varied during the 3 waves.

In wave 1 (1999-2009), PO prescription changes drove an increase in IR, which in turn increased the
MR due to greater opioid exposure in the population. During this wave, the CFR among those
exposed remained stable at the relatively low level associated with medical opioid use. In wave 2
(2010-2013), restrictions in opioid prescribing reduced the IR by reducing both new prescriptions
and duration of prescribing. However, these restrictions also increased the CFR due to increased
transition from PO to heroin arising from a decrease in PO supply and increased heroin market
expansion. Given that MR is a product of IR and CFR, the increase in the MR in wave 2 is likely
explained by a greater increase in the CFR than decrease in the IR. In wave 3 (2013-2019), fentanyl
saturated the drug supply, which increased the CFR, in turn increasing the MR. Notably, during
wave 3 youth have been overrepresented among deaths. Recent data have shown that the IR of
opioid use for youth is at a 10 year low while MR is at a historic high, thus implicating an increased
CFR as the cause of increased mortality.

This evidence suggests the recent rise in opioid overdose death is driven by change in the CFR
during waves 2 and 3 rather than any recent increase in IR. This points to the need for bold
innovative strategies that lower the CFR related to drug use, potentially including access to a
regulated supply of opioids.
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Spatiotemporal Dynamics of Opioid Overdose Deaths & Built Environment in NJ from
2015-2018 Marynia Kolak* Marynia Kolak Leslie Williams Danielle Ompad Barbara Tempalski

Opioid overdose deaths in New Jersey have increased over time, following country-wide trends, but
with spatially heterogeneous patterns that are often associated with community contextual factors.
In this study, the spatiotemporal dynamics of opioid overdose deaths and built environment factors
in New Jersey are examined from 2015 to 2018. We hypothesize that advantageous built
environment characteristics will be associated with fewer deaths, as they may provide more
opportunities for residents and/or reduce stress loads.

We cleaned medical examiner data to establish a population cohort from 2015-2018, and geocoded
place of residence for qualifying events. Crude and age-adjusted rates for opioid-related overdose
events were developed in aggregate, while Empirical Bayesian (EB) rates calculated at the
municipality level smoothed estimates locally using a spatial averaging approach. Statistically
significant (p>0.05) hot spots (high overdose EB rate) and cold spots (low EB rate) were established
cross-sectionally and longitudinally using Local Indicator of Spatial Autocorrelation statistics. We
then analyzed the bivariate relationship of EB rate and a NJ-specific built environment index
(developed previously to capture contextual risk), and generated a conditional map of these factors
to uncover location-specific areas of risk.

Overdose deaths increased over the time periods studied in New Jersey, with notable expansion in
geographic patterns. Associations between municipality-level opioid overdose deaths and built
environment persist across time, though get stronger over time. Furthermore, areas of higher
overdose rates in more advantageous built environments tend to neighbor less advantageous regions
with high overdose rates, demonstrating a spatial spillover phenomenon. Incorporating a
spatiotemporal perspective in understanding opioid overdose risk and built environment is crucial
for future research.
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$ 33
R

Empirical Bayesian Rate of Opioid Overdose (Tertiles)

NOSBINGEETE — P
EEEE 4 e
e <58 S538 TR 58 oo
=i e

IS ING VUINEIADIIY  —
41,338
i~

8626

Conceptually Driven Built Environment Index (Tertiles)

S/P indicates work done while a student/postdoc

53/1443


https://epiresearch.org/wp-content/uploads/formidable/561/NJ-ConditionalMap-1-scaled.jpg

1361 OAS Oral Abstract Session

Substance Use

Neighborhood-level relationship between eviction and overdose death in Rhode Island
Alexandra Skinner* Alexandra Skinner Victoria Jent William C Goedel Bennett Allen Kathryn M
Leifheit Abigail R Cartus Alexandria Macmadu Yu Li Claire Pratty Elizabeth A Samuels Jennifer
Ahern Magdalena Cerda Brandon DL Marshall

Historical legacies of oppression and discriminatory contemporary policies shape the concurrent
housing and overdose crises in the United States, disproportionately affecting Black, Hispanic, and
American Indian/Alaska Native people who use drugs. Housing insecurity is a known risk factor for
fatal overdose, yet little research has assessed the relationship between eviction and overdose at a
neighborhood level. Eviction has the potential to disrupt patterns of drug procurement and
consumption and to lead to increased neighborhood blight and social fragmentation - stressors that
amplify overdose risk. We sought to evaluate a spatiotemporal relationship between neighborhood-
level residential eviction rates and overdose mortality in Rhode Island.

We measured eviction rates using records of eviction filings in Rhode Island from 2016 through
2021, accessed via a public records request from the Rhode Island Judiciary, per the number of
renter-occupied housing units reported by the American Community Survey (ACS). We obtained fatal
overdose data in six-month intervals over this same time period from the State Unintentional Drug
Overdose Reporting System. We aggregated these data by census tract and generated descriptive
statistics to estimate a correlation between eviction and overdose deaths over time. We will model a
geospatial association between rates of eviction and fatal overdose using an Integrated Nested
Laplace Approximation approach, adjusted for an a priori set of ACS demographic covariates. We
will further assess effect measure modification of this relationship by census tract racial/ethnic
composition.

Our descriptive findings presented in the figure indicate that eviction rates were positively
correlated with risk of fatal overdose (r=0.514, p<0.001). Coupled with our anticipated modeling
results, this work provides insight into the potential role that housing policies such as eviction
moratoria may play in reducing neighborhood inequalities in overdose rates.
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Rate of fatal overdose by quintile of residential eviction rates,
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Persistent Systemic Inflammation Mediates the non-Hispanic Black vs non-Hispanic White
Disparity in Cognitive Function: A Longitudinal Analysis Cesar Higgins Tejera* Cesar Higgins
Tejera Erin B Ware Margaret T. Hicken Matthew Zawistowski Lindsay C. Kobayashi Paris B. Adkins-
Jackson Bhramar Mukherjee Kelly M. Bakulski

Background: Racialization is the process of grouping individuals into “races” based on phenotypic
characteristics, assigning value to these groups, and disproportionately treating them. Racial health
disparities may capture the differential impact of racialization, and subsequently, discrimination on
these groups. In a longitudinal study of C-reactive protein (CRP), a marker of systemic inflammation,
we explored trajectories of inflammation between non-Hispanic Black vs non-Hispanic White
participants and tested if persistent inflammation mediated the racial disparity in cognitive function.

Methods: In the US Health and Retirement Study (n=4,719 adults aged >50), we used three
repeated CRP and global cognitive measures at baseline (2006 or 2008), at year 4 (2010 or 2012),
and year 8 (2014 or 2016). In multivariable generalized estimating equation models, we compared
changes in cognitive function between non-Hispanic Black vs non-Hispanic White participants as a
function of sustained elevated levels of CRP (all time points >3 vs. =3mg/L). We decomposed the
racial disparity in cognitive function onto 1) the mediated effect due to elevated CRP, and 2) the
portion attributable to the interaction between race and CRP.

Results: The average age at baseline was 68.8 years. Non-Hispanic Black participants (n=599) had
24% higher CRP at year 4 and 18% higher at year 8, relative to non-Hispanic White participants
(n=4,120). Non-Hispanic Black participants with elevated CRP had 2.9 (95% CI: -3.2, -2.7) lower
points on the global cognitive assessment than non-Hispanic White participants. In a randomized
analogue model, we found that 4% (95% CI: 1%, 6%) of the racial disparity in cognitive function was
mediated by sustained elevated CRP, and 14% (95%CI: 5%, 23%) attributable to the interaction
between race and sustained elevated CRP.

Conclusions: Systemic inflammation mediates racialized disparities in cognitive function.
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Midlife Hearing, Vision, Olfactory and Motor Function Improve the Long-Term Prediction
of Neurodegeneration Natascha Merten* Natascha Merten A Alex Pinto Carla R Schubert Richard
J Chappell Corinne D Engelman Laura M Hancock Adam ] Paulsen

Pathological changes in dementia often start decades before clinical symptoms making early
detection of high-risk individuals important for targeted interventions. The CAIDE risk score was
developed to predict dementia based on cardiovascular health. Age-related sensory
(hearing,vision,olfaction) and motor changes are also associated with cognitive decline but studies
on predictive values of sensory and motor function for early neurodegeneration are scarce. We
aimed to assess if midlife sensory and motor function contribute to risk prediction models of present
and future neurodegeneration as indicated by biomarker positivity in serum neurofilament light
chain (NfL) protein levels.

This longitudinal study included 1529 (mean age 49yrs) Beaver Dam Offspring Study participants
with serum NfL from baseline, 5-yr, and 10-yr follow-up. We assessed hearing, vision, olfaction,
motor, and health history data, and calculated CAIDE at baseline. NfL positivity (NfL") was defined
by a value in the age-specific 97.5%ile. Logistic regressions were used to test if adding baseline
sensory and motor function improves models of i) NfL." at baseline and ii) NfL" incidence over 10-
years compared to risk prediction based on only the CAIDE score.

There were 69 cases of baseline NfL" and 115 of incident NfL*. The area under the receiver
operating characteristics curve (AUROC) for NfL" at baseline increased from 0.53[95% CI 0.46,0.60]
for CAIDE-only models to 0.63[0.56,0.71] in CAIDE-sensory-motor models(p=0.03). Adding sensory
and motor function to NfL" incidence prediction improved the AUROC from 0.67[0.62,0.73] to
0.71[0.66,0.77](p<0.01).

Midlife sensory and motor function improve risk prediction of early neurodegeneration as
determined by biomarker positivity of blood-based NfL over 10 years in middle-aged to older adults.
Longer follow-up is needed to determine how sensory and motor measures may contribute to long-
term prediction of neurodegeneration and cognitive impairment later in life.
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Anxiety and the incidence of stroke during pregnancy in the United States Kara Christopher*
Kara Christopher Margarita Fedorova Jordan Scott

Background: Stroke during pregnancy is rare, occurring in 30 of 100,000 pregnancies, but
accounting for 18% of strokes in women aged 12-35. Existing research shows that anxiety increases
the lifetime risk of stroke. However, there is limited data on how anxiety impacts the development of
stroke during pregnancy.

Objective: The aim of this project is to assess the rate of anxiety and the incidence of stroke among
women during the perinatal period in the United States.

Methods: This study used the National Inpatient Sample (NIS) database (years 2016-2019), which is
a publicly available all-payer discharge database in the United States. Women with an ICD-10
diagnosis code indicating their maternal status were included. Weighted logistic regression models
were fitted, covariates in the model were age, primary payer, pre-existing hypertension,
hypertensive disorders of pregnancy, gestational diabetes, and obesity status.

Results: Having anxiety was associated with an increased odds of stroke (aOR=1.77, 95%CI =
1.08-2.90). White women with anxiety were 91% more likely to also have a stroke (aOR=1.91, 95%
CI=1.11-3.29), there were no significant findings for Black women or Latinas. Anxiety was also
associated with an increased odds of having obesity (cOR=1.85, 95%CI=1.81-1.89), hypertensive
disorders of pregnancy (cOR=1.61, 95%CI 1.59-1.64), and gestational diabetes (cOR=1.16,
95%CI=1.13-1.18).

Conclusion: Having a diagnosis of anxiety is associated with increased odds of stroke in pregnant
women. Specifically, white women have higher odds of having a stroke if they have a

concomitant diagnosis of anxiety. Further, among women with anxiety, they have increased odds of
having other hypertensive disorders of pregnancy that could contribute to increased risk of stroke
compared to women without anxiety.
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Associations of Childhood Trauma with Dementia Risk and Neuroimaging Markers in the
UK Biobank Study Ruijia Chen* Ruijia Chen Jingxuan Wang Peter Buto Michelle Caunca Lewina
Lee Natalie Slopen Laura D. Kubzansky Sarah F Ackley Maria Glymour

Background: Previous research has shown strong associations between childhood trauma and
poorer cognitive function, suggesting that childhood trauma may lead to earlier dementia onset and
poorer brain health. This study tested the hypothesis that childhood trauma would be associated
with higher risk of dementia and poorer brain health.

Method:UK Biobank participants aged 40-69 years recruited between 2006-2010 completed an
online Childhood Trauma Screener, which assessed physical abuse, physical neglect, emotional
abuse, emotional neglect, and sexual abuse. We coded childhood trauma by counting the number of
domains of abuse or neglect (range: 0 to 5). Incident dementia was ascertained for 148,060
participants with linked inpatient, primary care, and death records. Neuroimaging markers (gray
matter, total brain, hippocampal, and white matter hyperintensity volumes) were available for
33,119 individuals who completed MRI scans. Cox proportional models and linear mixed-effects
models examined childhood trauma in relation to incident dementia and neuroimaging markers,
respectively, adjusting for age, gender, race, childhood SES proxies, and number of apolipoprotein
E4 alleles. Models for neuroimaging markers were also adjusted for intracranial volume.

Results: Over a mean follow-up period of 12 years, 641 participants developed dementia.
Cumulative childhood trauma was associated with higher dementia incidence (hazard ratio, 1.22;
95% Confidence Interval [CI], 1.10, 1.35), lower total gray matter volumes (B=-785 mm?® 95% CI,
-443, -1,127 mm®), and lower total brain volumes (B=-1362 mm?®; 95% CI, -813, -1,911 mm”®). Across
childhood trauma subtypes, physical neglect was most strongly associated with both dementia and
neuroimaging outcomes.

Conclusion: Childhood trauma is associated with incident dementia risk and smaller gray matter
and total brain volumes. Early life adversities may set up a lifetime of exposures that increase
dementia risk in late life.
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Figure. Associations of Childhood Trauma with Dementia and Neuroimaging Markers in the UK Biocbank Study. Models were
adjusted for age at enrollment, gender, intracramial volume, maternal smoking, number of siblings, and apolipoprotein E4 alleles. We
applied inverse probability weights to account for selection into the childhood trauma survey.
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Heterogeneous associations of HbAlc with MRI measures of brain health among
participants in UK Biobank Peter T. Buto* Peter Buto Stephen B. Asiimwe Jingxuan Wang Scott C.
Zimmerman Sarah Ackley Willa D. Brenowitz Melinda C. Power Anusha M. Vable Aayush Khadka M.
Maria Glymour

Background: Elevated glycated hemoglobin (HbAlc) is associated with neuroimaging markers of
dementia risk. Most studies are underpowered to estimate heterogeneity in the effects of HbAlc and
neuroimaging markers, which could allow identification of groups with particular vulnerability.

Methods: In the UK Biobank neuroimaging sample (N=42,918), we evaluated baseline HbAlc as
predictors of brain MRI volumetric measures: grey matter volume (GMV); white matter volume
(WMV); hippocampal volume (HV); and log-transformed white matter hyperintensity volume (WMH).
Using linear regression, we evaluated whether a genetic risk score for AD (AD-GRS) or APOE4
haplotype modified the association between baseline HbA1lc and brain MRI volumetric measures. We
used conditional quantile regression to compare estimated effects at each decile of neuroimaging
values. Analyses adjusted for age, sex, assessment center, ethnic background, education, body mass
index and self-reported hypertension

Results: Participant mean age was 64.0 (SD=7.7) with an average HbA1lc of 34.9 mmol/mol
(SD=4.8). HbAlc was associated with lower mean GMV (-246 mm3, 95% CI:[-308,-183]) and higher
mean WMH volume (0.4%, 95% CI:[0.2%,0.6%]). APOE4 haplotype modified the association of
HbA1lc only for HV; AD-GRS did not modify any association. Associations with HbAlc were greater at
the lower tails of the regional brain volume distribution and smaller for at the upper tails. For
example, the HbAlc was inversely associated with WMV at the 10th percentile (-125mm3, 95%
CL:[-225,-25]) and positively associated at the 90th percentile (200, 95% CI: [93,307]).

Conclusions: Associations of HbA1lc with neuroimaging measures varied across the distribution of
regional brain volumes; higher levels of HbAlc especially affected those with lower regional brain
volumes.
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Figure 1: Adjusted associations in regional volume per 5 mmol/mol HbA1c
by quantile of region
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Malnutrition and Stroke in Women of Reproductive Age Kara Christopher* Kara Christopher
Xiaoyi Gao Jordan Scott

Background: Malnutrition in stroke patients is underrecognized and undertreated. Previous studies
have shown that malnutrition before and after acute stroke results in extended hospital stays, worse
functional outcomes, and higher mortality rates. Many risk factors are associated with malnutrition,
including being elderly, female, having poor family or nursing care, presence of malignancy,
diabetes mellitus, hypertension, and history of alcoholism. We aim to study the effect of malnutrition
on the odds of stroke in women of reproductive age and the risk factors contributing to this effect.

Methods: We used data from the National Inpatient Sample (NIS), 2018-2019. The NIS is a
nationally representative sample of hospital discharges in the US. For this study, women age 20-44
who did not have an ICD-10 code related to maternity were included. Logistic regression models
were fitted and adjusted for covariates of age, type 2 diabetes, essential hypertension, dyslipidemia,
and obesity status.

Results: Women 20-44 who had a diagnosis for malnutrition had 35% higher odds of having a stroke
than women who did were not diagnosed with malnutrition (aOR=1.35, 95%CI=1.15-1.59). When
stratified by race, Black women had 68% increased odds (aOR= 1.68, 95%CI=1.24-2.27) of stroke
with a diagnosis of malnutrition, and Latinas had 72% increased odds, compared to women without
malnutrition. There was not a significant difference in stroke occurrence and malnutrition in white
women.

Conclusion: In this study, we found that women of reproductive age with a diagnosis of
malnutrition also had increased odds of having a stroke. It’s important to address the impact
malnutrition has on stroke risk since many stroke events lead to high mortality and morbidity, and
early recognition of malnutrition significantly affects the outcome. Further studies are needed to
investigate the disparity in malnutrition-related stroke risk among different races.
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The importance of modifiable female lifestyle characteristics to live birth: How much does
lifestyle matter? Neil Perkins* Elizabeth DeVilbiss Una Grewal Neil Perkins

Objective: Identify lifestyle factors most important to live birth among women attempting to
conceive and estimate their impact when modified.

Methods: Within a prospective preconception cohort nested within a randomized controlled trial
based at 4 U.S. clinical sites, a combined a priori and machine learning approach was used to
identify characteristics most related to live birth. The parametric g-formula were then used to
emulate a target trial by estimating the causal effects of these hypothetical preconception treatment
interventions on the risk of live birth, estimating absolute risk differences and 95% confidence
intervals relative to no intervention (usual lifestyle). Achieving and maintaining pregnancy were also
modeled to identify the drivers of changes in live birth. Multiple imputation accounted for missing
data.

Results: Among 1228 women attempting pregnancy, reasonable improvements in psychological
stress (50% reduction; 2.8%, 95% CI 0.6, 5.1 absolute increase in live birth), physical activity
(attaining moderate exercise recommendations; 2.8%, 95% CI -0.5, 6.1), oleic acid (diet) (5™ quintile;
2.8%, 95% CI -0.4, 6.1), and B-carotene (diet) (5" quintile; 3.2%, 95% CI 0.2, 6.1) were most
influential in improving live birth at the population-level. A joint lifestyle intervention of all women
attaining these targets preconception produced an absolute increase in live birth of 11% (95% CI
5.9, 16) at the population-level (77%, 95% CI 70, 84 vs. 66%, 95% CI 60, 71 under no intervention).
This was driven by an increase in pregnancies (6.7%, 95% CI 2.9, 10), rather than a reduction in
pregnancy losses (3.4%, 95% CI -0.2, 6.9).

Conclusions: In the absence of randomized controlled trials intervening on lifestyle factors, this
study provides evidence that reducing stress levels, engaging in moderate physical activity, and
increasing intake of oleic acid and B-carotene can improve the probability of live birth at the
population-level.
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Table. Adjusted * impact of individual and joint lifestyle interventions on population probabilities of live
birth, pregnancy, and pregnancy maintenance (no pregnancy loss) among 1228 women attempting
pregnancy for up to 6 menstrual cycles in EAGeR using g-Formula

Outcome  Intervention Variable Intervention  g-formmean  Mean diff (%),
# (%), 95% ClI 95% Cl
Live birth 0 - Nat course 66 (60, 71) Referent
1 Stress 50% | 69 (63, 74) 2.8(0.5,5.1)
2 Moderate exercise All 69 (62, 75) 2.8 (-0.5,6.1)
3 Vit D sufficiency All 65(60,71) -0.4(-1.7,0.8)
4 Oleic acid (18:1n9c) 5™ quintile 69 (62,75 2.8(-0.4,66.1)
5 Alpha carotene 3" quintile 67(61,72) 0.7(-2.3,3.7)
6 Beta carotene 5™ quintile 69 (63, 75) 3.2(0.2,6.1)
7 Zeaxanthin 5" quintile 67(61,73) 1.4(-0.6,3.4)
1+2+4+6 Stress 50% 77 (70, 84) 11 (5.9, 16)
Moderate exercise All
Oleic acid 5" quintile
Beta carotene 5" quintile
Pregnancy 0 - Nat course 80(75, 84) Referent
1 Stress 50% | 81(76,86) 1.4(-0.6,3.4)
2 Moderate exercise All 81 (75, 86) 1.1 (-1.6, 3.8)
3 Vit D sufficiency All 79(75,84) -0.3(-1.4,0.7)
4 Oleic acid (18:1n9¢) 5™ quintile 82(77,87) 24(-0.2,5.0)
5 Alpha carotene 3! quintile 79(75,84) -0.2 (-2.5, 2.1)
6 Beta carotene 5™ quintile 82(77,87) 2.6(-0.1, 5.2)
7 Zeaxanthin 5™ quintile 80(75,85) 0.4(-1.3,2.0)
1+2+446 Stress 50% 86(81,92) 6.7 (2.9, 10)
Moderate exercise All
Oleic acid 5" quintile
Beta carotene 5" quintile
No loss 0 - Nat course 85 (81, 90) Referent
1 Stress 50% | 87(82,91) 1.3(-0.3,2.9)
2 Moderate exercise All 87(82,92) 1.5(-1.3,4.3)
3 Vit D sufficiency All 85(81,90) -0.1(-1.0,0.9)
4 Oleic acid {(18:1n9¢) 5™ quintile 86(81,91) 0.2(-1.5,1.9)
5 Alpha carotene 3'Y quintile 86(82,91) 1.0(-1.2, 3.2)
6 Beta carotene 5™ quintile 86(81,91) 0.6(-1.5 2.7)
7 Zeaxanthin 5™ quintile 86(82,91) 0.9 (-0.5, 2.4)
1+2+4+6 Stress 50% | 89(83,94) 3.4(-0.2 6.9)
Moderate exercise All
Oleic acid 5" quintile
Beta carotene 5" quintile

“Qutcome models adjusted for age, race, income, employment status, marital status, and education at baselineg, as
well as all other interventions in model
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Associations of positive childhood experiences with adaptive and maladaptive eating
among college students: Findings from Research, Eating, Activity, and Community Health
(REACH) pilot study Cynthia Yoon* Cynthia Yoon Temperance Joseph Genesis Moussa Trenton
Voss Tracey Ledoux Craig Johnston

Background: Childhood experiences include adverse and positive childhood experiences. Although
adverse childhood experiences are known factors related to maladaptive and adaptive eating
behaviors, how positive childhood experiences (PCEs) are related to such eating behaviors remain
unclear.

Purpose: To examine the relationship of PCEs with maladaptive and adaptive eating behaviors
among college students.

Methods: Data were derived from the Research on Eating, Activity, and Community Health pilot
study (N=827; 54.5% women, M,,, 20.9£2.6 yrs in 2022). PCEs (e.qg., prior to age 18, did you have at
least one caregiver with whom you felt safe; prior to age 18, did you have at least one good friend)
were assessed with the Benevolent Childhood Experiences scale and categorized into quartiles. Six
maladaptive eating behaviors (e.g., binge eating, unhealthy weight control behaviors, and chronic
dieting) were assessed with the Questionnaire on Eating and Weight Patterns-Revised. Two adaptive
eating behaviors (i.e., intuitive eating and mindful eating) were assessed with Intuitive Eating Scale-2
and Mindful Eating Questionnaire. Modified Poisson regressions were used to examine associations
between PCEs and maladaptive eating behaviors. Linear regressions were used to examine
associations between PCEs and adaptive eating behaviors.

Results: Compared to participants in Quartile 1 (i.e., least positive childhood experiences), Quartiles
3 and 4 each had lower risks of all maladaptive eating behaviors except for chronic dieting
(RR=0.53-0.88, p trend <.01); Quartiles 2, 3, and 4 each had higher intuitive eating scores (8=1.98,
1.85, and 2.74, respectively, p trend <.01); Quartile 4 had higher mindful eating score (B=0.74, 95%
Cl =0.35, 1.13, p trend <.01) after adjustment for age, race, and socioeconomic status.

Conclusion: PCEs were associated with maladaptive and adaptive eating behaviors. Future studies
should explore the underlying mechanism of this relationship.
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Accelerometry-Measured Sleep, Rest-Activity Rhythms, and the Charlson Comorbidity
Index in the Hispanic Community Health Study/Study of Latinos and Sueno Alexis Garduno*
Alexis Garduno Linda Gallo Andrea LaCroix Linda McEvoy Loki Natarajan Humberto Parada Sanjay
Patel

Sleep and circadian disturbances have been shown to adversely affect cognitive and cardiometabolic
health; associations of sleep with multimorbidity are understudied. This prospective cohort study
included 10,587 and 1,876 adults (men and women, age 18-74 years when enrolled) from the
HCHS/SOL and the Suefo ancillary studies, respectively. We evaluated the relationship between
self-reported sleep (from HCHS/SOL baseline, 2008-2011) and actigraphy assessed sleep-circadian
measures (from Suenio, 2010-2013) and multimorbidity [modified Charlson Comorbidity Index (CCI),
from HCHS/SOL Visit 2, 2011-2017]. We tested for statistical interactions in associations by nativity,
gender, and age group (p<0.05). We modeled associations between sleep-circadian quartiles with
CCI using a zero-inflated Poisson model, accounting for the complex sampling design with sampling
weights and adjusting for sociodemographic and behavior covariates. Self-reported insomnia
symptoms [Q4vs.Q1, IRR: 1.61 (95%CI:1.29-2.00),overall-p<0.0001], excessive daytime sleepiness,
and objectively assessed intra-daily variability (e.g. greater rhythm fragmentation, suggestive of
increased napping and/or daytime activity) [Q4, IRR: 1.40 (95%CI:1.10-1.79), overall-p=0.002] were
associated with higher overall multimorbidity 5-6 years later. Foreign-born Latinos had significantly
smaller associations between insomnia (among other sleep-circadian measures) and CCI than those
born in the United States [US-born, Q4vs.Q1, IRR: 1.89 (95%CI:1.51-2.36); Foreign-born <10 years
in U.S., Q4vs.Q1, IRR:1.31 (95%CI:1.09-1.57); Foreign-born 10-20 years, Q4vs.Q1, IRR: 1.39
(95%CI:1.17-1.64); Foreign-born 20+ years, IRR: 1.32 (95%CI:1.16-1.50); overall-p=0.002].
Disrupted sleep and circadian rhythms may contribute to differences in multimorbidity; this work is
consistent with prior work showing a health advantage among Latino immigrants in multimorbidity.
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Associations between tattooing and health and risk-taking behaviors in Utah Rachel D.
McCarty* Rachel McCarty Britton Trabert Morgan M. Millar Benjamin Haaland Laurie Grieshober
Mollie E. Barnard Lindsay J. Collin Jeffrey A. Gilreath Paul J. Shami Jennifer A. Doherty

Background: Approximately 32% of adults in the U.S. have at least one tattoo. A higher prevalence
of risk-taking behaviors including smoking and recreational drug use have been observed among
tattooed individuals in prior studies. We sought to quantify associations of tattooing with health and
risk-taking behaviors among adults in Utah.

Methods: We conducted a cross-sectional study of 2020 Utah Behavioral Risk Factor Surveillance
System survey respondents (n=9,353). We fit Poisson models to compute prevalence ratios (PRs)
and 95% ClIs regressing ever having a tattoo on health and risk-taking variables, overall and
stratified by religion (Church of Jesus Christ of Latter-day Saints (LDS) vs. not LDS), separately for
females and males, adjusted for age, education, and race and ethnicity.

Results: Having a tattoo was associated with ever smoking among females (PR=2.65, 95% CI:
2.35-2.99) and males (3.09 [2.64-3.61]), and current smoking among females (2.74 [2.10-2.77]) and
males (3.30 [2.69-4.03]), compared with never smokers. These associations were strongest among
LDS females (ever: 4.80 [3.59-6.42]; current: 4.69 [2.97-7.43]) and LDS males (ever: 4.80
[3.26-7.07]; current: 4.75 [2.71-8.34]). Tattooing was also associated with binge drinking (overall
females: 2.17 [1.89-2.50]; LDS females: 4.79 [3.01-7.61]; overall males: 2.21 [1.91-2.57]; LDS
males: 3.71 [2.43-5.67]) compared with no binge drinking, storing loaded firearms in the home
(overall females: 1.72 [1.34-2.22]; overall males: 1.54 [1.16-2.06]) compared with storing firearms
unloaded, and =14 days with poor mental health in the past 30 days (females: 1.63 [1.43-1.86];
males: 1.28 [1.06-1.55]) compared with <14 days.

Conclusion: We observed tattooing to be associated with smoking, binge drinking, improper
firearm storage, and poorer mental health. Tattoo parlors and conventions present opportunities for
public health interventions including tobacco cessation, firearm safety, and mental health resources.
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Does the smartphone-based shopping mall-walking program encourage people to walk
more? A multilevel analysis of nationwide big data in Japan Yoko Matsuoka* Yoko Matsuoka
Hiroaki Yoshida Masamichi Hanazato

Aim

Shopping malls are recognized as safe for walking, and several mall-walking programs have been
implemented. AEON MALL Co., Ltd., a nationwide shopping mall operator in Japan, established a
mall-walking program uniquely combined with a smartphone application’s lottery-based incentive
system. This study was aimed at evaluating the impact of a mall challenge (mall-walking program)
using a smartphone-based gamification system to provide incentive coupons on walking.

Methods

We used nationwide big data from 223,005 male and female application users aged 18 years or
higher containing daily walking steps for 25,035,159 days from November 10, 2020, to December
31, 2021. The daily participation status in the mall challenge and shopping mall location, as
indicated by the global positioning system, were recorded. We applied multilevel mixed-effect linear
regression models to estimate coefficients of participation in the mall challenge. We also compared
the differences by region or size of the shopping mall and participants’ gender and age.

Results

After adjusting for gender and age, mall challenge participation was found to be associated with
1,211 more daily steps compared with those on the day without program enrollment. Comparison by
region showed that the mall challenges in rural, suburban, and urban malls were associated with
around 1,122, 1,402, and 1,417 more steps, respectively, compared with those on the days without
participation in the mall challenges. Moreover, mall challenges in large and small malls were
associated with around 1,417 and 1,048 steps more, respectively, in comparison with the steps on
days without participation in the mall challenges. Regarding cross-level interactions, women walked
739 steps more than men, and older adults walked 216 steps more than younger participants on the
day of the mall challenge.

Conclusion

A smartphone-based mall-walking program with incentive coupons may restore the decrease in steps
after the COVID-19 pandemic.
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Massachusetts companion program bolsters COVID-19 vaccine rates among seniors Marie-
Laure Charpignon* Marie-Laure Charpignon Shagun Gupta Maimuna Shahnaz Majumder

Due to limited vaccine access and hesitancy, COVID-19 vaccination rates remained low in parts of
the US until late Fall 2021. With colliding epidemics of RSV, flu, and SARS-CoV-2 in Winter
2022-2023, the retrospective evaluation of vaccine incentive policies is warranted. These are highly
relevant when immediate action is needed to counteract vaccine hesitancy. Even members of the
same household can have differing opinions about vaccination and prophylactic measures such as
Paxlovid. Policies that leverage social and intergenerational influence can improve uptake; those not
yet eligible but eager to benefit from an intervention can boost uptake among their eligible but more
hesitant social contacts. The Massachusetts (MA) companion program is one example of such a
policy. On February 10, 2021, the Governor’s office announced that individuals who accompanied a
senior citizen aged 75+ could receive their own vaccine on the same day, before younger age groups
become eligible. To determine whether the program yielded a boost in COVID-19 vaccination rates
among seniors, we used weekly count data from the MA Department of Public Health and
characterized the percentage of state residents aged 75+ who had (1) received at least one dose or
(2) been fully vaccinated, proximal to policy implementation. We performed two regression
discontinuity (RD) analyses and fitted logistic growth models and generalized additive model (GAM)
to each time series to account for varying supply. The program was associated with an increase of
up to 35.4 points (95% CI: 29.4-41.4) in outcome (1) and of up to 22.2 points (95% CI: 15.9-28.6) in
outcome (2). In contrast, the US-wide analysis (excluding MA) did not reveal any significant
increases in vaccine uptake (Figure 1). In future, intervention strategies such as the MA companion
program could be invaluable in scenarios where household contacts pose the greatest risk of
transmission or where social ties can influence individual decision-making.

S/P indicates work done while a student/postdoc 70/1443



Pre- vs post-companion program launch ¢ Pre 4 Post

Geographical region + Massachusetts =+ U.S. (excluding Massachusetts)

1004

% of 75+ residents

having received at least one dose
o
[}

]
sy ]
I

S/P indicates work done while a student/postdoc 71/1443


https://epiresearch.org/wp-content/uploads/formidable/561/SER_Figure-1.jpeg

0985 OAS Oral Abstract Session

Nutrition/Obesity

Targeted estimands in nutritional epidemiology: a case study on the effect of dairy
consumption and cognitive function Natalia Ortega* Natalia Ortega Pedro Marques-Vidal Fanny
Villoz Tommaso Filippini Cristian Carmeli Nicolas Rodondi Arnaud Chiolero Patricia Chocano-
Bedoya

Background: Heterogeneity in targeted estimands and identification assumptions may lead to
estimates in opposite directions in nutrition studies assessing the effect of food groups on cognition
outcomes.

Aims: Characterize the estimands and identification assumptions in studies targeting the effect of
dairy on cognition and compare them to explicitly defined estimands.

Methods: We examined 12 studies included in a previous systematic review. We assessed if they
targeted a) total (addition of 100g dairy/d) or relative causal effects (substitution 100g/d of a food for
100g/d dairy) and the identification assumptions made. We computed total and relative effects in a
population-based cohort (PsyColaus) of 1,347 adults with 5 years of follow-up. The models were
adjusted for the minimal adjustment set identified via a graphical causal model by fitting general
additive all-components models for 8 comprehensive cognitive function outcomes.

Results: The 12 studies targeted total effects. There were three main issues in the identification of
their estimands: 1) adjustment for total energy without excluding the food of interest from the total,
creating a collider in total energy or used the residual method recommended for computing relative
effects, 2) interpretation of estimates from a model built for a different association - reported
protective effects, and 3) not appropriate control for baseline cognition - reported harmful effects. In
PsyCoLaus, we observed neither total nor relative clinically relevant effect (e.g., total effect for
MMSE = was 0.002 (95% CI: 0.0001 to 0.003) score increase per 100g/d dairy added).

Conclusion: The key factors affecting the direction of the estimate were the interpretation of
estimates in a model built-in for another exposure and inappropriate control for baseline cognition.
Nutritional epidemiology studies should explicitly address the identification assumptions related to
the targeted estimands for improved estimate interpretability.
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Assessing agreement between the National Cancer Institute’s Diet History Questionnaire I1
and III in a preconception cohort Sachelly Julian-Serrano* Sachelly Julian-Serrano Martha R.
Koenig Tanran R. Wang Amelia K. Wesselink Elizabeth Lauren A. Wise Katherine L. Tucker

Background: Food frequency questionnaires require updating over calendar time due to population
changes in diet, leading to potential analytical challenges in long-term prospective cohort studies.
We compared the reliability and agreement between nutrients in two versions of the National
Cancer Institute’s web-based Diet History Questionnaire (DHQ, III vs. II) in an ongoing North
American preconception study.

Methods: In Pregnancy Study Online (PRESTO), a North American preconception study launched in
2013, dietary data were collected with the DHQ-II (2013-2019) and updated to the DHQ-III (2020-
present). For the present validation study, we invited 52 female participants aged 21-45 years to
complete both the DHQ-II and DHQ-III within a 2-week period. We randomized the DHQ version
order (ITI vs. IT) with 50% probability. We compared 28 macro- and micronutrients (including
percent energy) from both DHQ versions and calculated within-person reliability using intraclass
correlation coefficients (ICCs). We generated Bland-Altman plots and 95% limits of agreement
(LOAs) to assess agreement of log-transformed nutrients between DHQ III vs. II.

Results: We observed highest reliability in percent energy from carbohydrates (ICC: 0.88; 95% CI:
0.80-0.93) and cholesterol (ICC: 0.88; 95% CI: 0.80-0.93) and lowest reliability for percent energy
from protein (ICC: 0.56; 95% CI: 0.34-0.72). At the group level, 25 log-transformed nutrients had
LOAs wider than 2 SD suggesting “fair” agreement, whereas insoluble dietary fiber and vitamin A
showed LOA wider than 3 SD suggesting “poor” agreement. Only one nutrient (percent energy from
fat) showed “good” agreement, with LOA within 2 SD.

Conclusions: In our study, most nutrients showed fair agreement and good-to-moderate reliability.
Future users should consider adjustment and calibration analysis of individual nutrients before using
the DHQ-III and DHQ-II interchangeably in prospective studies.

Bland-Altman plots of log-transformed nutrients measured by DHQ Il vs. Il (N=51)

Energy from Fat (% kcal) Vitamin A (meg) Insoluble Dietary Fiber (g)

..................................................................................................................................................
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Is BMI really that bad? Quantifying measurement error due to self-report BMI in NHANES.
Samantha Smith* Samantha Smith Hailey Banack

Background: Body mass index (BMI) is frequently criticized as a poor measure of true obesity
status. Using self-report height and weight to quantify BMI status may compound issues related to
measurement error. However, self-report BMI can be cost-effectively obtained in large
epidemiological studies. The purpose of this research was to compare self-report and measured BMI
across different demographic groups (sex, age, race/ethnicity) and to quantify the amount of bias
introduced by using self-report BMI. Methods: Adults 40 and older who participated in NHANES
waves 1999-2012 were included (N= 21,928). Means and corresponding 95% CIs were calculated for
both self-report and measured height, weight, and BMI estimates. The amount of bias between self-
report and measured anthropometric estimates was determined by calculating the difference
between self-report and measured BMI. Sensitivity (Se), specificity (Sp), and positive and negative
predictive values (PPV, NPV) were calculated for each sex, race, and age group. Results: Across all
races/ethnicities, older women had the greatest bias result from using self-report vs. measured BMI
(mean range: -0.70, -1.06). Older individuals overestimated their height more than younger
individuals, regardless of race or sex. Younger women of all races/ethnicities had the greatest bias
(under-estimation) between self-report vs. measured weight. The amount of bias present varied by
BMI category and demographic group (sensitivity range: 0.81 to 0.99; specificity range: 0.73 to
0.95). Conclusion: Overall sensitivity and specificity scores were high across groups but did vary by
BMI and demographic group. These results provide estimates of bias parameter values that can be
used in future research to adjust self-report BMI data and generate corrected estimates using
quantitative bias analysis techniques.
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Body mass index and prostate cancer screening, incidence, and mortality in the Prostate,
Lung, Colorectal, and Ovarian (PLCO) Cancer Screening Trial Lauren Hurwitz* Lauren
Hurwitz Nadine Dogbe Kathryn Hughes Barry Stella Koutros Sonja Berndt

Background: Emerging evidence suggests that obesity, as measured by body mass index (BMI), is
associated with increased prostate cancer mortality. However, associations with prostate cancer
incidence are inconclusive and mechanisms remain unclear. Obesity could increase risk directly or
act indirectly via effects on prostate cancer screening efficacy. We examined associations between
BMI and prostate cancer screening outcomes, incidence, and mortality among men undergoing
prostate cancer screening as part of a randomized controlled trial.

Methods: We included men randomized to the screening arm of the Prostate, Lung, Colorectal, and
Ovarian Cancer Screening Trial from 1993-2001 with no history of prostate cancer and data on BMI
at baseline (n=37,404). These men received annual screening with a prostate-specific antigen (PSA)
blood test and digital rectal exam (DRE) for up to 6 and 4 years respectively and were followed for
cancer outcomes through 2018. Associations between BMI and screening outcomes were assessed
via multinomial logistic regression, and associations between BMI and prostate cancer incidence
(total, early-stage, advanced-stage) and mortality were assessed via Cox proportional hazards
regression.

Results: Men with higher BMI were less likely to screen positive for prostate cancer on the PSA test
and/or DRE (all p-trends<0.01). Higher BMI was inversely associated with prostate cancer incidence
(HR [95% CI] per 5 kg/m* BMI increase: 0.94 [0.91-0.97]), including incidence of early-stage (0.94
[0.90-0.97]) and advanced-stage (0.91 [0.82-1.02]) disease, and positively associated with prostate
cancer mortality (1.21 [1.06-1.37]).

Conclusions: Within this screened population, men with higher BMI had lower risk of prostate
cancer diagnosis but higher risk of dying of prostate cancer. Because higher BMI was not associated
with increased risk of advanced-stage prostate cancer, the higher mortality is unlikely to be due to
delayed prostate cancer detection.
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Longitudinal association of thoracic fat with all-cause and cardiovascular death: a cohort
study analysis of RCT data using marginal structural models Jonathan Weber* Jonathan Weber
Rugiyya Bano Lu Chen

Background

Thoracic fat located outside of the pericardium is an underutilized biomarker with differing origin,
location, blood supply, and composition from other well-studied epicardial fat deposits. Changes in
thoracic fat and their effects on adverse outcomes have not been examined. We aimed to measure
the relationship of thoracic fat volume (TFV) and long-term all-cause/CVD death using a marginal
structural model (MSM).

Methods

We utilized data from the St. Francis Heart Study, an RCT of healthy subjects examining the effects
of statin therapy on coronary artery calcium (CAC) score measured by CT and with long-term
mortality. Subjects received repeat CT and clinical exams from approximately 1998-2005 and were
followed for outcomes to 2018. We utilized baseline, 2-, and 4-6 year f/u CT exams to measure TFV.
MSMs were constructed (Figure) using inverse prob. of treatment weights (IPTWs) and censoring
weights considering time-varying lipid profile and CAC score with time-fixed baseline demo/medical
history as confounders, and statin as an effect modifier. TFV was treated as continuous since cut-
points have not been established. Methods to model the IPTWs included using normal
homo/heterogeneous variance, truncated, or gamma distributions and quintile binning. IPTWs were
applied to pooled logistic regression models with robust variance whose ORs estimate the average
HR over the f/u period.

Results

There were 943 subjects included (26% female, age 59+6, 92% white). Statin was found to have no
effect modification and was treated as a confounder. After 17+3 years 171 died (51 from CVD).
IPTW weights using a heterogeneous normal distribution demonstrated the best fit with pooled OR
0of 1.03 (95% CI 1.01-1.05) and 1.02 (95% CI 0.98-1.06) per 10 mL increase in TFV associated with
all-cause/CVD death. Sensitivity testing of the positivity assumption did not alter the results.

Conclusion

Increased thoracic fat volume over time is associated with long-term all-cause mortality.
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Associations between sugar-sweetened and artificially sweetened beverage intake, liver
cancer and chronic liver disease mortality Xuehong Zhang* Longgang Zhao Xinyuan Zhang
Mace Coday David O. Garcia Xinyi Li Yasmin Mossavar-Rahmani Michelle J. Naughton Melissa
Lopez-Pentecost Nazmus Saquib Aladdin H. Shadyab Michael S. Simon Linda G. Snetselaar Fred K.
Tabung Deirdre K. Tobias Trang Vo Pham Katherine A. McGlynn Howard D. Sesso Edward
Giovannucci JoAnn E. Manson Frank B. Hu Lesley Tinker Xuehong Zhang

Background: Evidence is limited on associations of sugar sweetened beverage (SSB) and artificially
sweetened beverage (ASB) intake with liver cancer and non-cancer related chronic liver disease
(CLD) mortality. We aimed to investigate the associations between SSB, ASB, and liver cancer and
CLD mortality.

Methods: A total of 98,786 postmenopausal women aged 50-79 years from the Women’s Health
Initiative were included. SSB intake was assessed based on a food frequency questionnaire
administered at baseline between 1993 and 1998 and defined as the sum of regular soft drinks and
fruit drinks; ASB intake was measured at follow-up year three. We used liver cancer incidence and
CLD mortality as our main outcomes. Cox proportional hazard regression models were used to
estimate multivariable hazard ratios (HRs) and 95% confidence intervals (CIs) for liver cancer
incidence and CLD mortality with adjustment for potential confounders including body mass index
and self-reported diabetes.

Results: During a median 20.9 years of follow-up, 207 liver cancer cases and 148 CLD deaths were

identified. Higher SSB intake (=1 serving/day) was associated with an 85% greater risk of liver

cancer (HR, 1.85; 95% CI, 1.16 to 2.96; P,,,,=0.01) and 68% greater risk of CLD mortality (HR, 1.68;
95% CI, 1.03 to 2.75; P,.,;=0.08), compared to intake of <3 servings/month. ASB intake was not
associated with liver cancer (HR, 1.11; 95% CI, 0.70 to 1.77; P,.,4=0.83) or CLD mortality (HR, 0.95;
95% CI, 0.49 to 1.84; P,,.,,=0.92) for the same comparison.

Conclusions: Our findings suggest that SSB intake may be a potential modifiable risk factor for
liver cancer and CLD mortality. More studies are needed to examine these associations in diverse

populations, as well as elucidate the biological mechanisms.
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Cardiovascular

Machine-learning based high-benefit approach versus conventional high-risk approach in
blood pressure management Kosuke Inoue* Kosuke Inoue Susan Athey Yusuke Tsugawa

Background: In medicine, clinicians treat individuals under an implicit assumption that high-risk
patients would benefit most from the treatment (“high-risk approach”). However, treating
individuals with the highest estimated benefit using a novel machine-learning method (“high-benefit
approach”) may improve population health outcomes.

Methods: This study included 10,672 participants who were randomized to systolic blood pressure
(SBP) target of either <120mmHg (intensive treatment) or <140mmHg (standard treatment) from
two randomized controlled trials (SPRINT and ACCORD-BP). We applied the machine-learning
causal forest to develop a prediction model of individualized treatment effect (ITE) of intensive SBP
control on the reduction in cardiovascular outcomes at 3 years. We then compared the performance
of the high-benefit approach (treating individuals with ITE>0) versus the high-risk approach
(treating individuals with SBP=130 mmHg). Using the transportability formula, we also estimated
the effect of these approaches among 14,575 US adults from the National Health and Nutrition
Examination Surveys (NHANES) 1999-2018.

Results: The mean (standard deviation) age was 65.5 (8.4) years, and 40.8% were female. We found
that 78.9% of individuals with SBP =130 mmHg benefited from intensive SBP control. The high-
benefit approach outperformed the high-risk approach (average treatment effect [95%CI], +9.36
[8.33-10.44] vs. +1.65 [0.36-2.84] percentage point; the difference between these two approaches,
+7.71 [6.79-8.67] percentage point, p-value <0.001). The results were consistent when we
transported the results to the NHANES data.

Conclusions: The machine-learning-based high-benefit approach outperformed the high-risk
approach with a larger treatment effect (Figure). These findings indicate that the high-benefit
approach has the potential to maximize the effectiveness of treatment rather than the conventional
high-risk approach, which needs to be validated in future research.
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A shift in data sharing paradigms: a case study on the ways in which big data and complex
algorithms allow for increased data sharing while preserving privacy Lauren Wilner* Lauren
Wilner Weipeng Zhou Amy Youngbloom Stephen ] Mooney

Personal device data including that from GPS trackers and accelerometers hold considerable public
health research potential. These data can be used to measure walking and explore determinants of
this key cardioprotective behavior across geospatial contexts independent of interviewer, recall, and
social desirability biases.

However, personal monitoring devices are expensive, so studies using these devices rarely enroll
large populations. Analyses pooling monitoring data from multiple sites offer broader conclusions,
but these data are personally identifying, precluding sharing the data directly. To address this gap,
we developed an R package (‘walkboutr’) to extract patterns consistent with walking as deidentified
and sharable ‘walk bouts’.

A walk bout is a period of activity with accelerometer movement matching the patterns of walking
with corresponding GPS measurements that confirm travel. The inputs of the walkboutr package are
individual-level accelerometry and GPS data. The outputs of the model are walk bouts with
corresponding times, duration, and summary statistics on the sample population, which collapse all
personally identifying information. These bouts can be used to measure walking both as an outcome
of a change to the built environment or as a predictor of health outcomes such as a cardioprotective
behavior.

In this case study, we collapsed data from Wave 1 of the Travel Assessment and Community (TRAC)
study containing 7924 days of GPS and accelerometry records from 670 participants. The result was
a dataset of 4898 deidentified walk bouts that were used to assess the impact of a new transit stop
on physical activity and were safely shared with other research groups investigating similar
predictor-outcome relationships.

Our case study illustrates how reusable code can develop useful and non-identifying summaries of
identifying data. Such code can be used to develop larger cross-site datasets to address nuanced
scientific questions without privacy concerns.
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Standardization over disease risk score versus propensity score for confounding control
when using random forests for model fitting Yi Li* Yi Li Tibor Schuster Kazuki Yoshida Robert
W. Platt

The disease risk score (DRS) is an alternative to the propensity score (PS) for confounding control.
Literature has shown that DRS has comparable performance to PS in many settings. Most studies
examined the performance of adjusting, stratifying or matching on PS or DRS, but very few used
standardization, and few assessed the impact of misspecifying effect measure modification terms
(EMMs) in the DRS model. Machine learning models have been used for PS, but not for DRS.
Therefore, we used random forests for model fitting, and investigated the performance of
standardization over PS vs. DRS when EMMs are misspecified.

We randomly generated binary exposure (A), binary outcome (Y), measured covariates (C1-C4), and
unmeasured covariate (U), for the study population. C1, C2 and U are confounders, and C3 and C4
are outcome predictors. In the data generating process, the true exposure and outcome models are
complex, with polynomial and multi-way product terms. For DRS model fitting, we generated an
external cohort with different model forms and parameterizations, as suggested in the literature.

Since it is impossible to know the functional form of exposure and outcome models, we fit random
forests for the PS, DRS, and the outcome models. We compared the performances of (1)
correctly specifying EMMs, (2) omitting EMMs, (3) adjusting for AXPS or AXDRS instead, in the
outcome model. Risk difference estimates using PS are all nearly unbiased, with similar empirical
standard error, whether EMMs are misspecified or not. For DRS method, only correctly specifying
EMMs gives unbiased estimate. Either omitting EMMs or adjusting for AXDRS gives biased
estimates.

The results show that when using random forests, PS method is robust to EMMs omission, while
DRS method is not. Future research may explore using these differences the potential to detect
unknown EMMs using DRS through a data-driven approach by examining including which EMMs
give the closest estimate to that using PS method.
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Missing data methods and their impact to predictive performance equity in clinical models
Stephanie Teeple* Stephanie Teeple Scott Halpern Kristin Linn

Objective. Missing data in electronic health record data likely varies across marginalized patient
groups due to social forces (e.g., racism). We examine whether different methods for addressing
missing data in clinical prediction model development differentially affects predictive performance
of a mortality risk model for non-Hispanic white versus Black patients.

Methods. A simulation study using a cohort drawn from four hospitals within one health system,
comprised of all inpatient visits between October 1 2016 through April 30 2019 where the patient
was >= 18 years of age. Four data missingness mechanisms were examined: observed missingness,
missing completely at random (MCAR), missing at random (MAR), and missing not at random
(MNAR). Three missing data methods were implemented: missing indicators, multiple imputation,
and pattern submodels.

Results. Across all missing data mechanisms and methods, the c-statistic was significantly higher for
non-Hispanic white patients versus Black (e.g., in observed data, 0.881 vs 0.869, difference 0.012
(95% CI (0.011, 0.014)). Generally, the false negative rate was also significantly higher and the false
positive rate significantly lower for Black patients (e.g., in observed data for missing indicator
method, the white-Black difference in FNR -0.040 (95% CI (-0.053, -0.027)).

Conclusion. Different patterns of missingness exist across racialized patient groups, and choice of
method to deal with missingness has implications for model predictive performance. Further
exploration of missingness methods and equity of predictive performance is needed, as are
interventions that target the missing data generation process directly: structural inequity in health
and healthcare delivery.
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Natural Language Processing Algorithm for Identifying Fall-Related Injuries in the
Emergency Department Notes Lilian Maria* Lilian Maria Godeiro Coelho Maria A. Donahue
Wendong Ge Hunter J. Rice Sebastien Haneuse Deborah Blacker Sonia Hernandez-Diaz Sahar F.
Zafar John Hsu Joseph P. Newhouse M. Brandon Westover Lidia M.V.R. Moura

Introduction: Fall-related injuries (FRIs) are a leading cause of emergency department (ED) visits
among older patients. Manually identifying FRIs in Electronic Health Records (EHRSs) is impractical
for large cohorts. A digital tool, which finds FRIs, would help with studying predictors of and
complications from FRIs. We aimed to develop an accurate Natural Language Processing (NLP)
algorithm to identify FRIs in ED notes.

Methods: In Mass General Brigham’s EHR, we found 42,302 Medicare beneficiaries 65+ years old
from 2016-2019. From a stratified random sample of 2,100 patients, we abstracted 244,062 notes
including 9,902 ED notes. These notes were parsed into paragraphs and scanned for 67 FRI
keywords. A total of 5,000 keyword paragraphs (262 from ED notes) were labeled using Active
Learning to create our “gold” dataset and 3,689 “always patterns” indicative of FRI status. These
“always patterns” then generated our “silver” dataset of 93,157 paragraphs (3,602 from ED notes).
An optimized BERT pretraining approach (RoBERTa) built a classifier to identify FRIs including 3
state fine-tuning stages: 1) Masked Language Modeling to learn the clinical word dependency; 2)
Boolean Question-Answering (QA) with BoolQ dataset to learn general QA; 3) FRI QA with gold and
silver data. We bootstrapped to construct 95% confidence intervals (CI).

Results: Training and validation datasets used 94,275 non-ED paragraphs (4,738 gold and 89,537
silver). The test dataset used 262 gold ED paragraphs. For the positive category, precision was 0.91
[CI 95% 0.88-0.93], recall 0.91 [CI 95% 0.89-0.92], and the F1 score 0.91 [CI 95% 0.89-0.92]. For the
negative category, the precision was 0.83 [CI 95% 0.79-0.86], recall 0.83 [CI 95% 0.81-0.86], and F1
score 0.83 [CI 95% 0.80-0.86]. The Area Under the ROC curve was 0.95 [CI 95% 0.94-0.96].

Conclusions: Our NLP algorithm accurately identifies older patients with FRIs from unstructured
ED notes, which will be useful for large-scale EHR-based studies.

S/P indicates work done while a student/postdoc 88/1443



0130 OAS Oral Abstract Session

Big Data/Machine Learning/Al

Multicentric external validation of machine learning algorithms for neonatal mortality
prediction Mariane Furtado* Mariane Furtado André Filipe de Moraes Batista Alexandre Dias Porto
Chiavegatto Filho

Despite recent decreases in most countries, neonatal mortality rates remain high especially in
developing regions. Predictive machine learning algorithms can bolster targeted public policies and
improve preventive measures in neonatal health. We evaluated the generalization capacity of
machine learning algorithms to predict neonatal deaths by testing their generalization performance
in different regions of Brazil, a highly unequal country. We analyzed linkage data from Brazil’'s Live
Birth Information System (SINASC) and the Mortality Information System (SIM) from 2012-2015 to
train the algorithms with data from Sao Paulo, the most populous city of Brazil, which included
807.932 newborns and 5.518 neonatal deaths. The test dataset was composed of 2.848.052 live
births and 23.948 neonatal deaths, from all Brazilian cities with at least two occurrences of neonatal
deaths among children born in 2016. We used the XGBoost algorithm, and ten predictor variables
routinely collected for live births in Brazil: place of birth, age of the mother, mother’s education,
mode of delivery, 1st minute Apgar score, 5th minute Apgar score, birth weight, presence of
congenital anomaly, weeks of gestation, and age of the neonates. In the city of Sao Paulo, where the
algorithm was actually trained, we found an AUROC of 0.97, which decreased only slightly for other
State capitals (average of 0.96, standard deviation of 0.01), but decreased further for all other cities
of Brazil (average of 0.91, standard deviation of 0.11). In conclusion, we found that although there
was a decrease in the predictive performance of the algorithm, the metrics remained high even in
smaller cities of a very unequal country as Brazil.

%o AUC -Brazilmunicipalities -Neonataldeaths
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Perinatal health and healthcare utilization during the COVID-19 pandemic: an interrupted
time series analysis using the Pregnancy Risk Assessment Monitoring System Deborah
Karasek* Deborah Karasek Daniel Collin Kaitlyn Jackson Alison Gemmill Rita Hamad

Background: Research evaluating the impact of the COVID-19 pandemic on perinatal health in the
US has largely focused on birth outcomes. It is unclear how the pandemic affected other outcomes,
including maternal health and healthcare utilization, as well as inequities.

Methods: Using population-based data from the Pregnancy Risk Assessment Monitoring System
2016-2020, we employed a Bayesian structural time-series approach using the Causallmpact R
package. Prenatal and postnatal outcomes following the onset of the COVID-19 pandemic in March
2020 included prenatal care initiation and utilization, depression during pregnancy, gestational
diabetes mellitus (GDM), hypertensive disorders of pregnancy (HDP), gestational weight gain
(GWG), postpartum care utilization, and postpartum depression. We specified a univariate model
consisting of the outcomes without covariates. A second model included month of birth and
aggregated covariates for maternal age, education, race/ethnicity, and insurer. We also examined
heterogeneity by race/ethnicity and income.

Results: The univariate models (Fig. 2) showed evidence of reduced relative effect for prenatal care
utilization (-4.3%;95% CI: -5.6, -3.1) and postpartum visit utilization (-2.8%;95%CI: -3.6, -2.0), and an
increased relative effect for HDP (13.4%;95%CI: 5.1, 21.3), GDM (24.4%, 95% CI: 14.6, 34.1), and
depression during pregnancy (18.7%;95%CI: 9.4, 28.0). Models did not indicate a change in prenatal
care initiation, GWG, or postpartum depression. Results were similar in adjusted models. Stratified
models revealed differences by race/ethnicity and income.

Discussion: Using a rigorous interrupted time series design, we found that stress or healthcare
changes of the pandemic may have reduced prenatal and postpartum care utilization and adversely
impacted maternal morbidities. As maternal health imparts enduring impacts for birthing people and
infants, our result provide insight into the population health effects of the pandemic.
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Figure 2. Observed vs. Predicted Values for each Outcome
Manth 1st Prenatal Visit PNC Visits 9+
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Note: Note: Sample was drawn from 2016-2020 waves of the PRAMS. Sample was restricted (o participants
from states with available data in all years with live-bom singleton births with a gestational age of 20-44 weeks
at delivery (N=116,335). For prenatal outcomes, the post COVID-19 period corresponds to births afler March
2020, For postnatal outeomes the post COVID-19 period corresponds to births afier January 2020. The vertical
dotted line represents the post-COVID date. The plotied dotied line represents difference between the actual and
predicted values for each outcome at each time point (month of birth). Shaded blue area represents 95% CI.
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Stressful COVID-19 experiences and the association with postpartum depression Eliza
Kinsey* Eliza Kinsey Stefanie Hinkle Shimrit Keddem

Background: The COVID-19 pandemic was a major disruptor to domestic and economic life and
numerous studies have documented the adverse impact of the pandemic on mental health outcomes.
We evaluated the relationship between stressful pandemic experiences during pregnancy with
postpartum depression.

Methods: This cross-sectional, population-based study used data from 26 states (plus DC, New York
City and Puerto Rico) that participated in the CDC’s Pregnancy Risk Assessment Monitoring System
(PRAMS) and implemented a retrospective COVID experiences survey starting in October 2020
(n=14,474 births). Survey weighted regression models were used to assess the association between
stressful experiences due to COVID and the risk of postpartum depression. All models were adjusted
for individual-level sociodemographic characteristics as well as for self-report of depression prior to
pregnancy and gestational timing at the start of the pandemic (i.e., preconception, 0-20, 20+ weeks).

Results: Among the eligible 13,016 participants (weighted N=762,397), there was a high
prevalence of stressful experiences due to COVID including problems paying bills (17%), loss of
childcare (19%), food insecurity (13%), losing work (26%), becoming homeless (1%), and increasing
intimate partner violence (2%). The prevalence of postpartum depression was 13%. Becoming
homeless was most strongly associated with postpartum depression (aOR=2.1; 95% CI 1.2-3.5) while
other stressors including increased intimate partner violence (aOR=1.8; 1.1-2.7), difficulty paying
bills (aOR=1.4; 1.1-1.7), food insecurity (aOR=1.3; 1.0-1.7), and losing work (aOR=1.3; 1.1-1.6) were
also associated with postpartum depression. Losing childcare and spending more time caring for
children were not associated with postpartum depression.

Discussion: The COVID pandemic added additional stressors to birthing people that may have
contributed to an excess number of individuals experiencing postpartum depression.
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COVID-19 and vitamin D supplement use by race/ethnicity in the Sister Study cohort Yilda
G. Macias* Yilda Macias Dale P. Sandler Katie M. O’Brien

Background: Vitamin D supplementation has several potential health benefits, possibly including a
decreased risk of COVID-19 occurrence or severity. Yet, the association between vitamin D and
COVID-19 remains unclear. Few studies have considered the role of race/ethnicity or disease
vulnerability measures.

Methods: In a subset of women from the prospective Sister Study cohort who completed a special
COVID-19 questionnaire (fall 2020-21; n=29,007), we evaluated the association between vitamin D
supplement use since January 2020 and self-reported COVID-19 illness (confirmed or presumed
positive) between January 2020 and May 2021. We used multivariable-adjusted logistic regression to
estimate ORs and 95% confidence intervals (95% CI), adjusting for sociodemographic factors, health
indicators, and geographic and behavioral markers of risk. We additionally considered associations
between vitamin D and having had COVID-19 that was symptomatic, had severe or long-lasting
symptoms, or required hospitalization.

Results: Approximately 7% (n=2,094) of participants reported having had COVID-19 (mean
age=67). Six percent (n=1,852) were symptomatic, 3% (n=911) had severe illness, and 0.5%
(n=132) were hospitalized. We observed positive associations between vitamin D supplement use
and all COVID-19 outcomes: any (aOR=1.14, 95 CI: 1.01-1.29), symptomatic (1.12, 0.99-1.27), severe
(1.28, 1.06-1.55) or hospitalized (2.02, 1.08-3.79). The positive associations were stronger in
analyses limited to Black women (aOR=1.50, 0.92-2.42 for any COVID-19; 1.42, 95% CI: 0.86-2.36
for symptomatic COVID-19).

Conclusions: In this large prospective cohort study, we find no evidence for a protective effect of
vitamin D in COVID-19 infection and severity. Observed positive associations between vitamin D
supplement use and COVID-19 health outcomes overall and among Black women may reflect biases
due to residual confounding, differential recall by case status, or reverse causation.
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The influence of COVID-19 pandemic restrictions on Respiratory Syncytial Virus in young
children in the United States Fausto Andres Bustos Carrillo* Emily Ricotta Fausto Andres Bustos
Carrillo Camille Lake

Severe acute respiratory syndrome coronavirus 2019 (SARS-CoV-2 has led to more than 650 million
confirmed cases and approximately 6.7 million deaths. The US enacted pandemic restrictions on a
state-by-state basis, facilitating disparate impacts on transmission, morbidity, and mortality.
Critically, as state mandates for non-pharmaceutical interventions (NPIs) like masking were altered,
individuals were differentially exposed to other major pathogens, including respiratory syncytial
virus (RSV), a pathogen responsible for severe respiratory infections in children. Since pediatric RSV
immunity is primarily facilitated through maternal transfer of neutralizing antibodies, we
hypothesize that the increased incidence in children hospitalized with RSV is driven by the lack of
maternal RSV exposure due to NPIs since 2020. To explore this hypothesis of “immunity debt” in US
children aged 0 - 4 years, we obtained weekly hospitalization rates from the CDC’s RSV-NET and
visualized incidence of RSV from 2020-2022. For comparison, we also acquired weekly SARS-CoV-2
hospitalization data from CDC’s COVID-NET. To assess the impact of COVID-19 policies on
hospitalization rates, we obtained data on US state-level policies from the Oxford COVID-19
Government Response Tracker. We used multilevel linear models with a state-level random intercept
to separately assess three component indices (the Government Response Index, Containment and
Health Index, Stringency Index), controlling for age group and one-week-lagged incidence rates. All
three indices were associated with a decrease in hospitalization rate among children 0 - 6 months
old and an increase in hospitalization rate among children 6 months - 4 years old, for both RSV and
SARS-CoV-2, suggesting a potential relationship between policy change and hospitalization. Ongoing
work will use Bayesian and marginal structural models to analyze the data. This work was supported
in part by the Division of Intramural Research, NIAID, NIH.
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Government response index
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Index -0.009 -0.012 -0.007 -0.014 -0.017 -0.011

Age 6mo - 4y -0.218 -0.328 -0.109 -0.5889 -0.763 -0.416

1-week lagged rate 0.828 0813 0.844 0.407 0.379 0435

Index*Age 6mo - 4y 0.004 0.002 0.007 0.004 0.000 0.007
Containment and health index
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Index component definitions can be obtained here: hitps:/fgithub.com/OxCGRT/covid-policy -
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Household transmission dynamics from asymptomatic SARS-CoV-2-infected children: a
multicenter multinational prospective controlled cohort study Anna Funk* Anna Funk Todd
Florin Nathan Kuppermann Yaron Finkelstein Michael Baldovsky Daniel Tancredi Kristen Breslin
Kelly Bergmann Michael Gardiner Chris Pruitt Deborah Liu Mark Neuman Kathy Monroe Matthew
Wilkinson Lilliam Ambroggio Simon Cauchemez Richard Malley Terry Klassen Bonita Lee Daniel
Payne Salah Mahmud Stephen Freedman

Background: Children are more likely than adults to have asymptomatic SARS-CoV-2 infection,
however, it remains unclear how likely they are to transmit infections to household (HH) contacts.
We sought to quantify the risk of SARS-CoV-2 transmission from asymptomatic infected children to
HH contacts. Methods: In this prospective cohort study, we recruited asymptomatic children <18
years old who were SARS-CoV-2 nucleic acid test-positive, as well as frequency matched (age, sex)
test-negative children. Participants were outpatients of 12 hospital emergency departments in
Canada and the United States. Data were collected at baseline, 14 days, and 90 days. The clinical
(symptomatic) and combined (test-positive or symptomatic) HH contact secondary attack rates (SAR)
were calculated overall and by subgroups. Results: 111 test-positive and 256 SARS-CoV-2 test
negative asymptomatic children were enrolled between January 2021 and April 2022; the two
groups’ baseline characteristics were similar. After 14 days, excluding HHs with co-primary cases,
22.0% (11/50) and 4.4% (8/182) of HHs with SARS-CoV-2 positive and negative index cases,
respectively, had at least one secondary symptomatic case; RR=5.1, 95%CI: 2.2-11.9. The combined
SAR among individual HH contacts of SARS-CoV-2-positive and negative index children was 14.0%
(25/179, 95%CI: 9.2-19.9) and 2.0%, (13/663, 95%CI: 1.0-3.3); RR= 7.1, 95%CI: 3.7-13.6,
respectively; Table. The HH contact combined SAR declined with increasing age of the
asymptomatic SARS-CoV-2 positive index child (<5 years, 28.2%; 5 to <13 years, 20.3%; 13 to <18
years, 2.5%; p<0.001), and differed by HH contact relationship type. Conclusions: One in seven HH
contacts exposed to an asymptomatic SARS-CoV-2 positive child became symptomatic or test-
positive within 14 days. Compared to unexposed HH, the risk of a HH contact becoming
symptomatic or test-positive was approximately seven times greater in HHs with an asymptomatic
SARS-CoV-2 positive child.
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Table 2: Symptoms, secondary attack rates (SAR), and relative risks (RR) for contacts in households (HH) without co-primary cases

HH contact age group

Index child’s SARS-COV-2 status

N (% within SARS-CoV-2 status group)

Any symptoms (clinical SAR) [95%CI]

RR [95%CI] by HH contact age group
{within SARS-CoV-2 status group)

RR [95%(Cl] SARS-CoV-2 positive vs negative
[within HH contact age group)

Types of symptoms, n (%)
Cough

Runny Nose
Headache
Anosmia or ageusia
Weakness
Other’
Acute respiratory illness* (%) [95%CI]

RR [95%Cl] by HH contact age group
{within SARS-CoV-2 status group)
RR [95%(C1] SARS-CoV-2 positive vs negative
(within HH contact age group)
Any known illness’ (combined SAR) [95%Cl]
* test-positive and/or any symptoms
RR [95%Cl] by HH contact age group
{within SARS-CoV-2 status group)
RR [95%C1] SARS-CoV-2 positive vs negative
|within HH contact age group)

Fever

Sore Throat

Sewy
179 (50 HH)

19 (10.6)
[6.5-16.1]

5.4
[2.7-10.7]

5(2.8)
5(2.8)
9(5.0)
7(3.9)
7(3.9)
4(22)
5(2.8)
7(3.9)

7(3.9)
[16-7.9]

3.7
[13-104]
27 (14.9)
[10.0-21.0]

7.1
[3.7-13.5]

All

Negative®

663 (182 HH)

13 (2.0)
[1.0-3.3]

ref

7(1.1)
10 (1.5)
6(0.9)
4(0.6)
7(1.1)
0
5 (0.8)
7(1.1)

7(1.1)
[0.8-2.2]

ref

13 (2.0)
[1.0-3.3]

ref

< 18 years
Positive | Negative
62 (34.3) | 246 (37.1)
3(4.8) 1(0.4)

[1.0-13.5] [0-13.5]

ref ref

11.9 ref
[1.3112.5)

2(3.2) 0
1(1.6) 1(0.4)
0 0

1(1.6) 0
1(1.6) 0
0 0
1(1.8) 0
1(1.6) 0
1(1.6) 0
[0-8.7] f0-1.5]
ref ref
Excluded ref
6(9.7) 1(0.4)
[0-13,5]
ref ref
23.8 ref
[2.9-194.1)

18 to < 50 years
Positive | Negative
92 (51.4) | 346(52.2)
15 (16.1) 10(2.9)
[9.4-25.5] [1.4-5.3]
34 73
[1.0-11.2] [0.9-55.2]
5.6 ref
[26-121]
2(2,2) 5(1.4)
3(33) 7(2.0)
8(8.7) 4(1.2)
5(5.4) 2(0.6)
6(6.5) 5(1.4)
4(4.3) 0
4(4.3) 4(1.2)
6(6.5) 5(1.4)
5(5.4) 5(1.4)
[1.8-12.2] [05-3.3]
3.4 71
[0.4-28.1] [0.9-55.2]
38 ref
[11-1271
18 (19.6) | 10(2.9)
[12.0-29.1) [1.4-5.3]
2.0 71
[0.9:4.8] [0.9:55.2]
6.8 ref
[3.2-14.2]

50+ years
Positive | Negative
22(12.2) | 63(9.5)
1(4.5) 2(3.2)
[0.1-22.8] [0.4-11.0]
0.9 7.8
[0.1-8.6] [0.7-84.8]
14 ref
(0.1~ 15.0]
1(4.5) 2(3.2)
1(4.5) 2(3.2)
1(4.5) 2(3.2)
1(4.5) 2(3.2)
0 1(1.6)
0 0
0 1(1.6)
0 2(3.2)
1(4.5) 2(3.2)
[0.1-22.8] [0.4-11,0]
28 05
[0:2 -43.2] f0-5.4]
14 ref
[0.1-15.0]

1(4.5) 2(3.2)
[0.1-22.8) [0.4-11.0]
0.5 7.8
10.1-3.7] |0.7-84.8]
1.4 ref

[0.1-15.0]

Data is n{%) unless otherwise stated, 'Specific age missing for 3 HH contacts 2Specific age missing for 8 HH contacts *Any one or more of difficulty breathing,

myalgia, chills, feeling very unwell, vomiting, diarrhea, conjunctivitis or rash "At least two of: fever or feverishness, cough, sore throat, runny nose.
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COVID-19 and child development in a longitudinal cohort in rural Bangladesh Helen O.
Pitchik* Helen Pitchik Lia C. H. Fernald Mahbubur Rahman Alaka Holla Laura Becerra Luna
Stephen P. Luby Fahmida Tofail

Background

During the COVID-19 pandemic school closures in Bangladesh were some of the longest in the
world, lasting 543 days. The aim of this research is to quantify the effects of the COVID-19 pandemic
and associated shut-downs on child development and academic achievement among primary school-
aged children in rural Bangladesh.

Methods

Participants are children in the 7-year follow-up of the WASH-Benefits study cohort assessed either
prior to the COVID pandemic (Sept 2019-Mar 2020; “pre-covid”) or following 9 (SD 1.3) months of
COVID related school closures (Oct 2020-Feb 2021; “during covid”). Primary outcomes are cognitive
development assessed with the Wechsler Preschool and Primary Scale of Intelligence Full Scale IQ,
school achievement in reading, writing, and math, and socio-behavioral development assessed with
the Strengths and Difficulties Questionnaire. For each outcome adjusted mean differences will be
determined comparing the pre-covid and during covid samples using generalized linear models
accounting for the block-level clustering of the original study design, and adjusting for study arm,
child age, and theory-driven confounders. Analyses will be conducted both within the whole sample,
and within the sample with an overlap in child age across exposure groups.

Results

Children assessed pre-covid were younger on average (n=2007, mean: 80.6 months, SD: 2.1) than
children assessed during covid (n=1828, mean: 86.6 months, SD: 1.5). Preliminary unadjusted
differences in means show higher Full Scale IQ scores for children at the pre-covid time point (pre-
covid: 74.5 [95%CI: 74.1, 74.9]; during covid: 70.4 [70.1, 70.8]; unadjusted difference: 4.1 [3.6, 4.6]).
Analyses are ongoing and results will include adjusted analyses for all outcomes in both the full and
reduced age-overlap samples.

Discussion

Documenting the impact of the COVID-19 pandemic on child development is an important step to
understand the implications of school closures in this setting.
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Antihypertensive deprescribing on changes in disability status in VA nursing home
residents: A target trial emulation Xiaojuan Liu* Xiaojuan Liu Laura A. Graham Yongmei Li
Bocheng Jing Michelle C. Odden

Background There is debate over the potential benefits or harms of intensive treatment of high blood
pressure on functional status in frail older adults. Deprescribing antihypertensives is of growing
interest in geriatric medicine, yet clinical trial evidence is lacking.

Methods We leveraged the Veterans Affairs (VA) electronic health records and emulated an
antihypertensive deprescribing trial on the longitudinal change in disability, measured by activities
of daily living (ADL), ranging from 0-28. Residents included were age =65 with long-term stays (=12
weeks) from 2006-2019 (n=42,537). We excluded those not on antihypertensives and with very high
blood pressure or heart failure. The eligible residents (n=13041, Figure) were divided into newly
deprescribed (reduced number of antihypertensives or dose of =30%) and stable users and followed
up for 2 years or censored at death/discharge. We applied linear mixed-effects regressions to
estimate intention-to-treat effects of deprescribing vs stable use. We used inverse probability of
treatment weighting (IPTW) to adjust for confounders and additional inverse probability of censoring
weighting to account for informative censoring at non-adherence to estimate per-protocol effects.
These probabilities were estimated using the SuperLearner algorithm.

Results Newly deprescribed residents (n=1,117) had a worse ADL score at baseline (B,... [95% CI] =
1.01 [0.589, 1.431]) compared to stable users (n=11,864). Over time, ADL scores increased
(worsened) by 0.036/week (B, = 0.036 [0.034, 0.037]) while antihypertensive deprescribing
attenuated this increase at 0.003/week (Bye x rear = -0.003 [-0.011, 0.005]) although this effect was
imprecise. Results remained unchanged in per-protocol analysis.

Conclusion Deprescribing antihypertensives appeared to have no impact on change in disability
status in nursing home residents. More evidence is needed to inform the benefits and harms of
deprescribing in long-term care populations.
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42,537 VA residents 65+ with long-term stays (212
weeks) in VA nursing homes

29,496 Were excluded

14,931 Had very high blood pressure
(SBP/DBP > 160/90 mmHg)
or heart failure

10,448 Did not receive
antihypertensives at
baseline (not eligible for
deprescribing)

1,531 Did not have a 4-week
stability in antihypertensives
(wash-out period) within 8-
week enrollment window
(new user design)

2,586 Did not have any ADL
measures or have missing
covariates

13,041 Were evaluated for

inclusion in the target trial

v

Intention-to-treat Analysis

1,177 Newly deprescribed group

266 censored at
antihypertensive
intensification

v

11,864 Stable user group

Per-protocol Analysis

911 Newly deprescribed group

682 censored at
antihypertensive
deprescribing

4

11,182 Stable user group
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Food insecurity and memory function among older adult Americans: The Health and
Retirement Study Peiyi Lu* Peiyi Lu Katrina Kezios Neal Jawadekar Samuel Swift Anusha Vable
Adina Zeki Al Hazzouri

While most existing research on food insecurity and cognition is cross-sectional in nature, food
insecurity status and cognition can change over the life course. Longitudinal studies using methods
appropriate for time-varying confounding are needed to investigate this relationship. This study
examined the longitudinal association between changes in food insecurity and changes in memory
function among older Americans. We used longitudinal data (1998-2016) from 12,609 participants
aged 50+ from Health and Retirement Study. In each biennial interview, respondents were asked
about their food insecurity status and completed memory assessments. We used marginal structural
models incorporating the inverse probability of treatment and censoring weighting to account for
time-varying confounders and attrition, and we applied weighted linear mixed-effect models to
estimate the effect of food insecurity on memory decline. We found that the annual rate of memory
decline among food-secure respondents was -0.046 standard units (95%CI: -0.046, -0.045).
Compared with this, memory decline among food-insecure respondents was significantly faster
(Btime*food insecurity=-0.003, 95%CI: -0.007, -0.00005), corresponding to an annual rate of -0.049
standard units for this group, which translated to an additional 0.65 years of excess cognitive aging
over 10 years for food insecure respondents. After accounting for time-varying confounding, we
found food insecurity was associated with slightly faster memory decline among older Americans.
Our findings highlight the potential importance of food assistance programs to slow cognitive aging
among persons who experience food insecurity.

Food insecurity yiog Food Insecuriy yr00 Food Insecurity yrii2 Food Insecurity yr04-12 | Food Insecurity yrid Food Insecurity yr16
Exposure of |

itk ; r AT T 7
terest '__ﬂ 7 7 |

Time-Varying

Quitcomes

Time-Varying
Confounders

S/P indicates work done while a student/postdoc 101/1443


https://epiresearch.org/wp-content/uploads/formidable/561/Figure-1.-Directed-acyclic-graph-for-time-varying-confounding-of-food-insecurity-and-memory-func.jpg

0023 OAS Oral Abstract Session

Aging

Does schooling attained by adult children affect parents’ psychosocial well-being in later
life? Using Mexico’s 1993 compulsory schooling law as a quasi-experiment Sirena Gutierrez*
Sirena Gutierrez Renata Flores Romero Maria Glymour Jacqueline M. Torres

Emerging research suggests that higher adult child educational attainment may benefit older
parents’ psychosocial well-being in later life. This work may have particularly important implications
in low- and middle-income countries given the comparatively large increases in educational
attainment achieved by recent generations. Quasi-experimental approaches are needed to address
the residual confounding expected in observational studies on this topic.

We used data from the Mexican Health and Aging Study (n=7185), a nationally representative study
of adults aged > 50 years (2012). We leveraged the exogenous variation in adult child education
induced by Mexico’s compulsory schooling law (CSL) passed in 1993, which raised minimum
schooling from 6 to 9 years. We used two-stage least squares (2SLS) regression to identify the
effects of increased schooling among oldest adult children on parents’ (respondents’) depressive
symptoms and life satisfaction scores. Covariates included respondents’ demographic and
socioeconomic status characteristics and we examined heterogeneity by respondents’ gender.

Participants were on average 60.2 years old and 54.9% were female. Exposure to the higher CSL
was associated with 0.61 (95% CI: 0.38, 0.84) additional years of schooling. In the 2SLS analyses,
each year of increased schooling among oldest adult children was associated with fewer depressive
symptoms (8= -0.23; 95% CI: -0.45, -0.01); findings were null for life satisfaction (8= -0.00; 95% CI:
-0.20, 0.20). In stratified models, the association of adult child schooling and depressive symptoms
was significant among mothers (8= -0.25; 95% CI: -0.49, -0.01), but not among fathers (5= -0.14;
95% CI: -0.51, 0.23). There were no differences according to parent gender for life satisfaction.

Our findings suggest that increases in schooling achieved by current generations of adult children
may benefit their older parents’ psychosocial well-being, especially their mothers.
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Associations of long-term exposure to fine particulate matter and its components, oxides of
nitrogen, ozone, and carbon monoxide with late-life amyloid burden in the Atherosclerosis
Risk in Communities (ARIC) study cohort Erin E. Bennett* Erin Bennett Katie M. Lynch Xiaohui
Xu Chelsea Liu Emma K. Stapp Eun Sug Park Qi Ying Richard L. Smith James D. Stewart Eric A.
Whitsel Thomas H. Mosley Jeff D. Yanosky Dean F. Wong Duanping Liao Rebecca F. Gottesman
Melinda C. Power

Background: Studies suggest associations between long-term ambient air pollution exposure and
late-life cognitive impairment. Whether a link exists between pollutants and brain amyloid
accumulation, a biomarker of Alzheimer’s disease, is unclear. We assessed whether long-term air
pollutant exposures (PM, ; and its components, NO,, NO,, O,, CO) are associated with late-life brain
amyloid deposition in Atherosclerosis Risk in Communities (ARIC) study participants.

Methods: We used a chemical transport model with data fusion to estimate pollutant concentrations
in arrays of 12-, 4-, and 1.33-km grid cells in ARIC study areas. We linked concentrations to
geocoded participant addresses and calculated mean exposures from 2001 to 2010. We measured
amyloid deposition using florbetapir amyloid positron emission tomography (PET) scans in 346
participants with normal cognition or mild cognitive impairment in 2011-2014 and defined amyloid
positivity as a global cortical standardized uptake value ratio = the sample median of 1.2. We used
logistic regression models to quantify the association between amyloid positivity and each air
pollutant, adjusting for demographics and cognitive status. We explored effect measure modification
by APOE e4 allele status and tested whether results were consistent using alternate exposure
estimation methods.

Results: At imaging, eligible participants with full exposure and covariate data (n=312) had a mean
age of 78 years, 56% were female, 43% were Black, and 26% had mild cognitive impairment. We
found no evidence of associations between and long-term exposure to any pollutant and brain
amyloid positivity in adjusted models. There was no evidence of effect measure modification by
APOE e4 allele status. Results were consistent when we used alternate exposure estimation
methods.

Conclusions: Air pollution may promote dementia through non-Alzheimer’s disease pathways, though
our small sample size may have limited power to detect subtle effects.
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Association of loneliness with healthcare transitions and mortality in community-dwelling
older women and men Rachel Savage* Rachel Savage Rinku Sutradhar Jin Luo Rachel Strauss Jun
Guan Paula A Rochon Andrea Gruneir Claudia Sanmartin Vivek Goel Laura C Rosella Nathan M Stall
Stephanie Chamberlain Christina Yu Azmina Altaf Susan E Bronskill

Background: There is growing interest in understanding the impact of loneliness in older adults on
health systems, yet existing studies focus on single settings of care, lacking a system-wide
perspective. We evaluated whether loneliness was associated with the rate at which older adults
transitioned to and between multiple healthcare settings and death and assessed potential sex
differences.

Methods: We conducted a retrospective cohort study of community-dwelling adults aged =65 years
in Ontario by linking representative survey data (2008/09 Canadian Community Health Survey -
Healthy Aging) with health administrative data. Loneliness was measured at baseline using the
Three-Item Loneliness Scale and categorized as not lonely, moderately lonely, or severely lonely. We
used continuous-time multistate transition models under a Markov assumption to estimate relative
rates of transition to inpatient, home care, long-term care settings, and death, over 12 years of
follow-up.

Results: Of 2,684 participants, 635 (23.7%) were moderately lonely,,, and 420 (15.6%) were
severely lonely,,. Lonely participants transitioned from the community to home care at a higher rate
than those who were not lonely after adjustment (RR,; 1.31; 95% CI 1.12-1.54, and RRg; 1.26; 95%
CI 1.04-1.53). Severely lonely older adults transitioned from community to long-term care at a rate
that was 2.5 times higher (RRg; 2.52; 95% CI 1.47-4.33) than those who were not lonely. Loneliness
was also associated with transitions from inpatient settings, with slower transitions from this setting
to the community and faster transitions to death. Female and male participants had similar
transition patterns.

Conclusion: Lonely older adults in the community transitioned more quickly to home care and long-
term care than those who were not lonely. Our findings suggest interventions for loneliness could
not only benefit the health and well-being of older adults but could also improve health system
sustainability.
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The Concept of Healthy Ageing Among Japanese Older Adults: Understanding the
Relationship Between Functional Ability and Well-being Marisa Nishio* Marisa Nishio Maho
Haseda Kosuke Inoue Masashige Saito AMUTHAVALLI THIYAGARAJAN, Jotheeswaran Naoki Kondo

Background: WHO proposed healthy ageing as “the process of developing and maintaining the
functional ability that enables well-being in older age”, but empirical examination of the validity of
its concept is limited. We aimed to examine the predictive validity of functional ability for
subsequent well-being using longitudinal data.

Methods: We used the panel data of 35,093 community-dwelling older adults (aged 65+) from the
Japan Gerontological Evaluation Study in 2013-16-19. Missing values were imputed with a random
forest approach. Each of subjective health and happiness in 2019 was measured as the aspects of
well-being. Three domains of functional ability in 2016 were measured using a standardized factor
score (domain #1: ability to build and maintain relationships, #2: ability to meet basic needs + move
around, and #3: ability to learn, grow, and make decisions + contribute). We employed the modified
Poisson regression analysis to estimate the relative risk [RR] for high happiness level and good
subjective health when each domain of functional ability increased by 1 SD, adjusting for potential
confounders in 2013.

Results: Mean age was 72.1 years, and female were 52%. 17,753 (51%) reported high happiness
level and 29,836 (85%) reported good subjective health. After adjusting for the potential
confounders, all three domains of functional ability were shown to predict both happiness and good
subjective health three years later (good subjective health, domain #1, RR[95%CI]=1.03[1.02-1.04];
#2, RR[95%CI]=1.05[1.03-1.06]; and #3, RR[95%CI]=1.03[1.03-1.04]: happiness, domain #1,
RR[95%CI]=1.05[1.04-1.07]; #2, RR[95%CI]=1.03[1.02-1.05]; and #3, RR[95%CI]=1.05[1.04-1.07]).

Conclusion: Using data of older adults in Japan, we found that functional ability was associated
with subsequent well-being. Our findings indicate that increasing functional ability would lead to
well-being among older adults, which should be the subject of future research.
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Relative risks (RR) for good subjective health and high happiness level

Outcomes Exposures RR [95% ClI]

Good subjective health  Ability to build and maintain : i 1.03 [1.02 — 1.04]
relationships :
|
|

Ability to meet basic needs + | — 1.05 [1.03 — 1.06]
move around i
|

Ability to learn, grow, and make | —.— 1.03 [1.03 — 1.04]
decisions + contribute :

High happiness level Ability to build and maintain I —— 1.05 [1.04 — 1.07]
relationships :
|

Ability to meet basic needs + : —— 1.03 [1.02 —1.05]
move around :
|

Ability to learn, grow, and make | E—— 1.05 [1.04 — 1.07]
decisions + contribute I

1.00 1.05 1.10
Relative risk (RR)

Note: Each model was standardized and adjusted for pre-baseline potential confounders, including gender, age, education,
equivalized income, comorbidities, marital status, living status, functional ability domain of interest, and well-being of interest.
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Impacts of Racism on Youth Behavioral Health Meredith Cahill* Meredith Cahill Lisa Crabtree
Paula Brown

Racism is a public health threat. Encounters with racial bias, ethnic discrimination, and hate crimes
are linked to mental and emotional harm. Among youth, racism has been identified as an important
determinant of health and wellbeing but remains understudied. Therefore, we examined the
association between experiencing racism and behavioral health indicators—serious psychological
distress, suicidal ideation, and substance use—among a cohort of Kentucky youth.

We conducted a secondary analysis of data gathered by the 2021 Kentucky Incentives for Prevention
(KIP) Survey, a statewide behavioral health survey of more than 92,000 middle and high school
students in Kentucky. Self-reported data on experiencing racism in the past year, 30-day serious
psychological distress, past year suicidal ideation, 30-day cannabis use, and 30-day vape use were
analyzed using multivariate logistic regression controlling for student grade level and race/ethnicity
to compute odds ratios (ORs) and 95% confidence intervals (CIs).

Among the entire cohort of students, 7% reported experiencing racism in the past year. The
prevalence of experienced racism varied by racial/ethnic group. Non-Hispanic Black students were
the most likely to report experiencing racism (25%) followed by non-Hispanic Asian students (23%).
Experiencing racism was associated with higher odds of reporting 30-day serious psychological
distress (OR: 2.8, 95%CI: 2.6-3.0), suicidal ideation in the past year (OR: 2.8, 95%CI: 2.7-3.0), 30-day
cannabis use (OR: 2.2, 95%CI: 2.0-2.5), and 30-day vape use (OR: 2.3, 95%CI: 2.1-2.4).

Experiencing racism was associated with an increase in the odds of poor behavioral health outcomes
among Kentucky youth. These findings highlight the importance of recognizing racism as a
determinant of adolescent health and wellbeing, call attention to the need for ongoing research into
the harms of racism, and underscore the need for anti-racist, systemic change.
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The impact of changing racial composition of the UAW-GM workforce on Black-White
disparities in cardiovascular disease mortality Hilary Colbeth* Hilary Colbeth Corinne Riddell
Marilyn Thomas Ellen Eisen

Background: There is evidence that neighborhood racial composition affects health, but little is
known about the impacts of workplace racial composition on chronic disease. Using longitudinal
data on 39,693 hourly Michigan autoworkers in the United Autoworkers - General Motors (GM)
cohort employed at three plants, we examined the cumulative effect of plant-level racial composition
from 1950-2015 on cardiovascular disease (CVD) mortality.

Methods: Our goal is to isolate the racial composition of each plant from that of the surrounding
community, which would otherwise confound its effect. First, we measured the annual racial
composition (% Black autoworkers) at each plant. Second, we measured the annual racial
composition (% Black residents) of the surrounding county. We will estimate the effect of cumulative
exposure to the time-varying difference in workplace-county racial composition on CVD mortality.
Our final models will be stratified by individual-level race and fit using Cox proportional hazards.
Results: Among the 3,205 autoworkers who died from acute myocardial infarction (AMI) and the
1,312 from stroke, 330 (11%) and 290 (22%) were Black. Comparing Black to White workers, crude
mortality rate ratios were 0.50 and 1.19 for AMI and stroke. The Detroit and Ypsilanti plants had a
consistently higher percentage of Black individuals than their surrounding counties, whereas the
Saginaw plant had a smaller percentage. Racial composition at baseline was highest in Detroit (20%
Black) and remained so throughout follow-up.

Conclusion: Each plant presents a distinctive exposure scenario which will allow us to understand
the long-term impacts of both workplace racial composition relative to the community and the
absolute level of diversity over time. Our results will examine, by race, the impacts of exposure to
the accumulated effects of workplace racial composition over time on the risk of CVD mortality.
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Residential segregation, breast cancer mortality and the effect of a conditional cash
transfer (Bolsa Familia) programme: results from the 100 million Brazilian Cohort Joanna
MN Guimardes* Joanna MN Guimaraes Julia M Pescarini ] Firmino de S Filho Andrea Ferreira
Gervasio Santos M da Conceigao C de Almeida Ligia Gabrielli Emanuelle Goes Dandara Ramos
Mauricio L Barreto Estela MML Aquino

Women living in economically segregated areas are less likely to receive adequate breast cancer
care and access community resources, which may heighten breast cancer mortality risk. We
investigated whether the conditional cash transfer programme Bolsa Familia (BFP) could mitigate
the detrimental effects of living in segregated areas on breast cancer mortality.

We analysed data on 20,680,930 women from the 100 Million Brazilian cohort, linked to nationwide
mortality registries (2004-2015). The association between womens’ residential segregation at the
municipality level (low/medium/high) and breast cancer mortality was analysed using Poisson
models adjusted for age, race, education, area of residence (rural/urban), municipality’s area size
and population density. Effect modification by BFP receipt (yes/no) was assessed.

Breast cancer mortality rates were greater among women living in high (adjusted Mortality rate
ratio=1.18, 95%CI 1.12-1.23) and medium (1.07, 1.03-1.12) vs low segregated municipalities.
Women not receiving BFP had higher breast cancer mortality rates (1.12, 1.08-1.17) than BFP
recipients. Among BFP recipients strata, women living in high vs low segregated municipalities had
a12% (1.12, 1.06-1.19) greater risk of dying from breast cancer; among BFP non-recipients strata,
the risk of dying for women living in high vs low segregated municipalities was 23% higher (1.23,
1.14-1.33) (P for interaction=0.008). When stratifying by the time in years receiving the benefit,
associations between segregation and mortality were stronger for women receiving BFP benefit for
less time (<4 years: 1.10, 1.01-1.20; 4-7 y: 0.97, 0.89-1.07; 8-11 y: 1.09, 0.95-1.25) (P for
interaction<0.001).

Place-based inequities in breast cancer mortality due to residential segregation might be mitigated
by the BFP, possibly by improving women’s familial income and access to preventive cancer care
services, leading to early detection and treatment and ultimately reducing mortality.
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Census tracts aren’t neighborhoods: Issues in examining the impact of historical redlining
on present-day health outcomes Maret M Maliniak* Maret Maliniak Leah Moubadder Rebecca
Nash Timothy L. Lash Michael R. Kramer Lauren E. McCullough

Background: Research examining the effects of historical redlining on present-day health outcomes
is often complicated by the misalignment of contemporary census boundaries with the neighborhood
boundaries drawn by the US Home Owners’ Loan Corporation (HOLC) in the 1930s. Multiple
methods exist to assign historical HOLC grades to contemporary geographies, but how well they
capture redlining exposure is unknown.

Methods: Our analysis included 7,711 residences identified in the Multiple Listing Service database
in Atlanta, Georgia (2017-2022). We evaluated classification of HOLC grade assignment (A, B, C, D,
or ungraded) when assigning exposure under four different area-level methods (Centroid, Majority
Land Area, Weighted Score, and Highest HOLC) compared to using complete address data (gold-
standard). We examined assignment methods across three 2020 census geographies (tract, block
group, and block).

Results: When comparing the use of census tracts to complete address data, sensitivity was highest
for the Weighted Score method, which correctly identified 77% of residences in truly A-D graded
neighborhoods as compared to the Majority Land Area (44%), Centroid (54%), and Highest HOLC
(59%) methods. Regarding specificity, the Majority Land Area method best classified residences in
truly ungraded neighborhoods (93%) as compared to the Weighted Score (65%), Centroid (81%), and
Highest HOLC (54%) methods. Classification improved regardless of assignment method when using
census block compared to census tract.

Conclusions: Misclassification of historical redlining exposure is inevitable when using census
geographies rather than complete address data. This study can help researchers understand the
resulting spatial misalignment and different approaches to handling it.
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Gentrification May Do More Than Displace Residents: An Ecological Analysis Examining
Gentrification and HIV Diagnoses in Four US Cities Shayla Nolen* Shayla Nolen Chanelle ]
Howe Patrick S Sullivan Bridgette M Brawner Rice Katie B Biello Brandon DL Marshall

Objectives: This study examined the relationship between gentrification and HIV diagnosis rates in
four US cities- Atlanta, Philadelphia, New York City, and San Francisco- and determined if this
relationship differed by race/ethnicity.

Methods: The 2014 ZIP code level gentrification status was determined based on Census and
American Community Survey socioeconomic characteristics and categorized into three groups:
gentrifying, non-gentrifying, and historically high income. We used 2014-2018 HIV diagnosis data
from AIDSVu and the Philadelphia Department of Public Health for our outcome variable. We
examined the overall relationship between gentrification and HIV diagnosis rates at the ZIP code
level using multivariable Tobit models, which account for data suppression in the publicly available
datasets. Lastly, we stratified the model by race/ethnicity to evaluate evidence for effect measure
modification.

Results: Of the 286 ZIP codes included in the analysis, 19.9% were gentrifying, 25.2% were non-
gentrifying, and 54.9% were historically high income. In the multivariable Tobit model, we found
that gentrifying ZIP codes had higher HIV diagnosis rates than non-gentrifying ZIP codes. In the
race/ethnicity stratified models, there was evidence that race/ethnicity was an effect measure
modifier. Specifically, there was a more prominent, positive association between gentrifying ZIP
codes and high HIV diagnosis rates among African American/Black residents compared to the
Hispanic and White individuals.

Conclusion: This study provides preliminary evidence that gentrification is a possible structural
determinant of HIV risk and transmission, particularly among African American/Black people in the
US. Future research should examine the relationship between gentrification and HIV transmission
using other study designs (i.e., prospective and simulation modeling) and data (i.e., multi-level and
individual-level GIS data), and focus on evaluating racial/ethnic inequities.
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Figure 1. Adjusted ZIP Code Level HIV Diagnosis Rate (per 100,000) among African
American/Black Residents, Stratified by Gentrification Status of ZIP Codes, 2014 (N=278)
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Using DAGs to imagine dismantling structural racism: turning our gaze upstream Tracy
Lam-Hine* Tracy Lam-Hine Esther Velasquez Kevin F. Lee Tainayah Thomas David Rehkopf

Structural racism (SR, racism embedded between and across society’s institutions) is increasingly
accepted as a cause of US racial health inequities, but no approach to modeling SR has yet gained
consensus in epidemiology. Several recent, well-received studies combine Black-White disparities in
multiple ecologic variables to construct proxy index measures of SR. Such approaches are clear,
replicable, and have helped produce consistent evidence linking SR and health inequities. Given
these findings, we suggest that including upstream causes of proxy variables currently used could
transform measurement and interventions to prevent SR.

Directed acyclic graphs (see figure) may help explicate. Let Y represent health, and X subsume
Black-White race differences in voting, unemployment, and incarceration. But is X a true marker of
SR, or just a symptom of it? Let Z precede X and Y and include modifiable policies and practices that
cause disparities in X, e.g. measures of voter suppression, hiring discrimination, and overpolicing. H,
historical processes shaping modern SR, likely precedes Z and Y; figures omit H for simplicity.
Current approaches only model X-Y, likely underestimating SR’s total treatment effect on Y.

Conceptualizing SR as both X and Z encourages consideration of both pragmatic and radical
interventions. New interventions A could lessen X and Z’s effects on Y (e.g. automatic universal
voter registration to reduce suppression and disparities). Changing Z’s value is likely feasible (e.g.
removing voter restriction laws, funding workforce development, police reform); intervening on X’s
value could be more challenging (e.g. job guarantees to eliminate unemployment gap). Most
radically, abolishing oppressive systems that maintain inequity (e.g. prisons, police) would eliminate
X and Z entirely, breaking SR’s causal paths into Y. Though H may still influence Y, reimagining
measures of SR to include Z will improve scientific rigor and our tools to dismantle SR.

Figure: Directed acyclic graphs showing (1) current approaches to the study of structural
racism, (2) an expanded approach considering causes of observed disparity measures, and
(3-8) potential interventions to address struclural racism
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Assessing Helicobacter pylori infections among adults from the Navajo Nation Dornell Pete*
Dornell Pete Amanda I. Phipps Nina R. Salama Johanna W. Lampe Michael C. Wu

The Navajo Nation, the largest American Indian tribe in the Southwestern United States, is
experiencing a higher incidence of stomach cancer compared to the general population in the
region, possibly due to the high prevalence of Helicobacter pylori (Hp) infection, an infectious
pathogen that colonizes the stomach and is a risk factor for stomach cancer. To assess the Hp
prevalence, cagA virulence gene carriage, and risk factors for Hp infection in Navajo adults, we
initiated a cross-sectional study in two geographic areas of the Navajo Nation.

In 2021 during the COVID-19 pandemic, participants were recruited using online and offline
platforms (i.e., social media, study website, newspaper ads, flyers, and outreach). Demographic,
health, behavioral, environmental, and diet factors were assessed from health and food frequency
questionnaires, and Hp infection and cagA virulence were detected from stool samples by droplet
digital PCR.

Of 99 participants, 56.6% (95% CI: 46.2-66.5) of participants were infected with Hp and, among Hp-
infected participants, 78.6% (95% CI: 65.6-88.4) were infected with a cagA-positive Hp strain.
Having a prior Hp infection was inversely associated with Hp infection (OR=0.05, 95% CI:
0.01-0.34), and using Navajo herbal medicine once a month was positively associated with Hp
infection (OR=7.28, 95% CI: 1.40-61.12). No significant associations were observed with other risk
factors (e.g., older age, males, lower education levels, smoking, alcohol use, and high sodium
intake).

The prevalence of Hp infection was two times higher in study participants compared to the US
population (27% seroprevalence), and the prevalence of the cagA gene in Hp-infected participants
was four times higher than the US population cagA gene prevalence in White people (19%
seroprevalence). These findings provide a greater understanding of the burden of Hp and cagA-
positive infections and can inform prevention strategies to reduce Hp infections in the Navajo
Nation.
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Presence of multi-morbidities and colorectal cancer screening utilization among breast
cancer survivors Meng-Han Tsai* Meng-Han Tsai Grunert, Caitlyn Vo, Jacqueline B. Moore, Justin
X. Guha, Avirup

Purpose: Our study aimed to cross-sectionally examine the association between the presence of
chronic diseases and guideline-concordant colorectal cancer (CRC) screening utilization among
breast cancer survivors.

Methods: Data from the 2016, 2018, and 2020 Behavioral Risk Factor Surveillance System were
used. The primary outcome was receipt of guideline-concordant CRC screening. The exposures were
chronic disease conditions, including diabetes, coronary heart disease/myocardial infarction, stroke,
chronic obstructive pulmonary disease, emphysema/chronic bronchitis, arthritis, depressive
disorder, or kidney diseases. Descriptive statistics and multivariable logistic regressions were
applied to assess the mentioned association.

Results: Among 1,324 breast cancer survivors, those with multi-morbidities (88.3%) had higher
CRC screening use compared to those with one (84.4%) or two (85.4%) chronic diseases (p-
value<0.05). In multivariable analysis, survivors with multi-morbidities exhibited higher odds of
having CRC screening (OR, 2.10; 95% CI, 1.11-3.98) compared to those with one. Among survivors
with multi-morbidities, Black women (OR, 14.07; 95% CI, 5.61-35.27), those who reported frequent
poor physical health (OR, 3.32; 95% CI, 1.57-7.00), and those who received a follow-up care plan
(OR, 4.89; 95% CI, 1.92-12.47) were positively associated with CRC screening behaviors.
Conversely, those survivors with frequent poor mental health were 67% less likely to receive CRC
screening.

Conclusions: The presence of multi-morbidities were positively associated with guideline-
concordant CRC screening among breast cancer survivors, highlighting the importance of chronic
disease management considering mental and physical health status in cancer survivorship care. Use
of patient navigation programs may increase adherence to screening recommendations and other
follow-up care simultaneously among breast cancer survivors.
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One-carbon metabolism biomarkers and upper gastrointestinal cancer in Golestan, Iran
Maki Inoue-Choi* Maki Inoue-Choi Neal D. Freedman Arash Etemadi Maryam Hashemian
Gholamreza Roshandel Hossein Poustchi Sandy Dawsey Reza Malekzadeh

Background: High incidences of esophageal and gastric cancer are disproportionally observed in
certain regions of the world including Iran, where vitamin B deficiency is common.

Methods: We measured vitamin B2 (riboflavin and flavin mononucleotide, FMN), B6 (pyridoxal
phosphate, PLP), B12 (cobalamin), folate (para-aminobenzoylglutamate, pABG), and total
homocysteine (tHcy) in stored plasma samples in matched case-control studies of esophageal
squamous cell carcinomas (ESCC; 340 cases and 340 controls) and gastric cancer (GC; 353 cases
and 353 controls) within the Golestan Cohort Study in Iran. We also measured methylmalonic acid
(MMA) as an indicator of deficient cobalamin and 3-hydroxykyurenine (HK)-ratio, a novel functional
marker of B6 insufficiency. Participants were categorized by quartiles of each biomarker in controls.
We estimated ORs and 95% Cls using conditional logistic regression models adjusting for potential
confounders. Linear associations were assessed per half an interquartile range as a unit.

Results: Low cobalamin and elevated MMA were observed in a large proportion of subjects. tHcy
levels were inversely correlated with pABG (r=-0.136, P<0.01) and associated with higher risks of
ESCC (ORg4 5. 01=2.63, 95% CI=1.45-4.75) with a risk increasing by 9% per one unit increment (95%
CI=1.01-1.17). There was a marginally increased risk of ESCC per unit of MMA (OR=1.06, 95%
CI=0.99-1.13). Higher tHcy levels were also associated with higher risks of GC (OR, s (;=2.20, 95%
CI=1.24-3.90) with a risk increasing by 5% per unit (95%CI=0.99-1.11). Higher HK-ratios were
associated with higher risks of GC (OR=1.97, 95%CI=1.11-3.52) with an 11% risk increase per one
unit increment (95%=1.00-1.23). The observed associations were mostly similar for cardia and non-
cardia GC.

Conclusions: Higher tHcy levels were associated with higher risks of ESCC and GC. Insufficient
status of vitamin B12 and B6, indicated by MMA and HK-ratio, was associated with higher risk of
GC.
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Kinetics of EBV Antibody-based NPC Risk Scores in Taiwan NPC Multiplex Families Jun
Tao* Jun Tao Wan-Lun Hsu Sheng Fu Kelly J. Yu Julia Simon Tseng-Cheng Chen Pei-Jen Lou Alisa M.
Goldstein Kai Yu Allan Hildesheim Tim Waterboer Cheng-Ping Wang Zhiwei Liu

Background

Epstein-Barr virus (EBV) antibody testing has shown potential for the screening of nasopharyngeal
carcinoma (NPC). Multiple results can be combined into risk scores, but the long-term stability of
the scores is unclear. Here, we investigated the kinetics of two EBV-antibody NPC risk scores among
NPC multiplex families.

Methods

The Taiwan NPC Multiplex Family Study with participants enrolled from 1996 to 2005 were our
study population. We examined 533 NPC unaffected family members (controls) and 12 family
members developing into NPC (cases) with two or three blood samples collected during follow-ups. A
2-marker ELISA score and 13-marker multiplex serology score were evaluated. To determine the
stability of these scores, we calculated the intra-class correlation coefficient (ICC) by fitting a linear
mixed model which accounted for the clustering effect of multiple measurements per subject and
age. We also estimated the clustering of positive tests within the same individual using Fleiss’s
kappa statistic.

Results

The median follow-up duration was 20.3 years (range 16.0-24.7) and 13.5 years (range 3.1-20.7) for
controls and cases, respectively. The 2-marker score showed high stability over time in serial blood
samples, whereas the 13-marker score was more variable (p<0.05). The ICCs for the 2-marker score
among controls and cases were 0.671 (95% confidence interval [CI]=0.638-0.701) and 0.811
(0.503-0.991), respectively; those for the 13-marker score among controls and cases were 0.370
(95%CI1=0.322-0.412) and 0.402 (0.000-0.758), respectively. Positive tests were more likely to
cluster within the same individual for the 2-marker score than the 13-marker score (p<0.05). The 2-
marker score had a specificity of 89.7% (95%CI = 87.2-92.5%) for a single measurement and
increased to 96.1% (94.3-97.7%) and 98.4% (97.1-99.4%) with one and two repeats. The 13-marker
score yielded a specificity of 73.2% (95%CI = 69.2-76.9%) for a single measurement and increased
t0 89.2% (86.1-91.7%) and 92.5% (89.9-94.7%) with one and two repeats.

Conclusions

Increased specificity of EBV-antibody scores is achieved by repeated measures for NPC detection
among NPC multiplex families. Further studies are warranted to validate the findings and establish
reasonable time intervals for clinical follow-up.
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Trends in Colorectal Cancer Screening over the past 30 years in the U.S.: An Analysis of
Data from the Behavioral Risk Factor Surveillance System Nadine Dogbe* Nadine Dogbe
Lauren Hurwitz Lisa Kahle

Background: Given that Colorectal Cancer (CRC) is the third most common cancer and the second
leading cause of cancer death in the U.S., we sought to evaluate how screening rates for CRC have
changed over time in the U.S.

Objectives: We examined CRC screening rates in the U.S. population between 1991-2021 and
evaluated differences in screening rates by gender, education, healthcare coverage, and
race/ethnicity.

Methods: This study analyzed data from the Behavioral Risk Factor Surveillance System (BRFSS)
from 1991-2021, including all years except 2017 which did not have information on CRC screening.
We included participants age 50 years or older and answered questions regarding colorectal
screening with colonoscopy, sigmoidoscopy, or proctoscopy. SUDAAN was used to estimate
population screening rates and to compute logistical regression models evaluating differences by
age, gender, race/ethnicity, education, and health care coverage, adjusting for potential
confounders.

Results: CRC screening rates increased over time in the U.S. from 35.0% (95% CI: 32.9-37.1%) in
1991 (before CRC screening recommendations) to 75.6% (95% CI: 74.1-77.1%) in 2021. However,
significant disparities between racial/ethnic groups were observed, even after controlling for
education and health care coverage (P<0.05). Although screening rates increased over time for all
populations, Hispanics and other racial/ethnic groups (American Indian or Alaska Native only, Asian
only, Native Hawaiian or Other Pacific Islander only, Other) had consistently lower screening rates
compared to non-Hispanic whites (OR=0.76, 95% CI: 0.72-0.79 for Hispanics, OR=0.76, 95% CI:
0.69-0.74 for others). No significant difference was observed for non-Hispanic blacks (OR=0.99, 95%
CI: 0.96-1.03).

Discussion: Our analysis shows the increase in colorectal cancer screening in the U.S. over time.
However, more public health efforts are needed to improve screening rates among historically
racial/ethnic groups.
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Chemical hair straightener use in adolescence and adulthood in relation to prevalent and
incident fibroids among Black/African American women Kemi Ogunsina* Kemi Ogunsina katie
M. O’brien Alexandra J. White Che-Jung Chang Symielle Gaston Chandra L. Jackson Dale P. Sandler

Background: For myriad reasons, chemical hair straightener/relaxer use remains common among
Black women who are, therefore, exposed to hormone disruptors and other chemicals. It is unknown
whether straighteners/relaxers contribute to the increased risk for uterine fibroids in Black

women. Objective: Examine the association of straightener/relaxer use and fibroids among Black
women. Study design: Utilizing data from Black women in the Sister Study (2003-21), we studied
associations with prevalent fibroids diagnosed before age 50 among women 50-74 years at
enrollment (n=1447), and with incident fibroids among women 35-60 years with an intact uterus and
no history of fibroids at enrollment (n=1252). Participants self-reported frequency of
straightener/relaxer use at ages 10-13 and in the 12 months prior to enrollment, and fibroid
diagnosis. In the prevalence analysis, multivariable logistic regression models estimated adjusted OR
and 95% CI for the association between straightener/relaxer use at ages 10-13 years and fibroids
adjusting for age at baseline and childhood socioeconomic status. In the prospective analysis, we
used multivariable Cox models to estimate HRs for the association between fibroids and
straightener/relaxer use at both time points, additionally adjusting for use of other hair products,
including grease/pomade. Results: Overall, any straightener/relaxer use (aOR 1.26, 95% 0.96-1.64)
and frequent use versus no use at ages 10-13 (1.36, 1.03-1.80) were associated with history of
fibroids (n=691 cases). During a mean follow up of 6.5 years (maximum 16 years), use of
straightener/relaxer at 10-13 years (aHR 1.15, 0.83-1.61) and just prior to enrollment (1.48,
1.02-2.13) were both associated with incident fibroids (n=236 cases). Though modestly attenuated
with adjustment for grease/pomade, the associations remained (Figure). Conclusion: Hair
straightener/relaxer use at 10-13 years and in adulthood were associated with uterine fibroids.

Figure : Adjusted odd ratios (aOR) and hazard ratios (aHR) for the association of chemical straightener/relaxer and fibroids
among Black women.

Model A

e
Hair relaxer use at age 10-13 —— 1.26 (0.96- 1.64) gy 1.17 (0.89 - 1.54)
Frequency sometimes vs no use —— 1.08 (0.79- 1.48) —— 1.00(0.72-1.38)
Ptrend=0.02 Ptrend=0.05
Frequently vs no use —— 1.36(1.03- 1.80) —— 1.27 (0.95- 1.69)
0.2 1
Model C Model D
Hair relaxer use at age 10-13 ——— 1.15 (0.83 - 1.61) . 1.09 (0.77- 1.52)
Frequency sometimes vs no use — 1.06 (0.72- 1.56) — s 1.02 (0.70- 1.54)
Ptrend=0.27 Ptrend=0.53
Frequently vs no use e 1 1.27 (0.91-1.79) — e — 1.11 (0.78= 1.59)
Hair relaxer use (past 12 months) —_— 1.48(1.02-2.13) ——=e—— 1.39(0.95-2.03)
Frequency sometimes vs no use —— 1.35(0.89- 2.06) —@#—— 1.28(0.83-1.96)
Ptrend=0.02 Ptrend=0.06
Frequently vs no use —.— 1.56 (1.06— 2.29) ——&— 1.47 (0.99- 2.18)

Prevalence analysis (n=1447): Model A is adjusted for age at baseline and childhood SES factors; Model B is additionally adjusted for hair grease/pomade use in childhood.
Incidence analysis (n=1252): Model C is adjusted for age at baseline, reproductive, and adult SES factors; Model D additionally adjusted for hair grease/pomade use in adulthood
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Personal care product use and perfluoroalkyl substances in pregnant and postpartum
women and adolescents: The MIREC and HOME studies Amber M Hall* Amber Hall Jillian
Ashley-Martin Chun Lei Liang Tye E Arbuckle Michael M Borghese Jessie P. Buckley Kim M. Cecil
Aimin Chen Mandy Fisher Bruce P. Lanphear Jana Palaniyandi Dorothea FK Rawn Kimberly Yolton
Joseph M Braun

Background: Perfluoroalkyl substances (PFAS) are ubiquitous toxic chemicals routinely detected in
personal care products (PCPs). Few studies have quantified the contribution of PCP use on PFAS
concentrations. This study evaluates PCP use and PFAS in maternal plasma, human milk, and
adolescent serum.

Methods: We used data from 2 pregnancy cohorts. MIREC (2008-2011) enrolled women from 10
Canadian cities and HOME (2003-2006) enrolled women from Cincinnati Ohio. Participants reported
frequency of use for 8 PCP categories in MIREC and past 24-hour use for 15 PCPs in HOME. In
MIREC, we quantified PFAS in maternal plasma (6-13 weeks’ gestation; N=1,940) and human milk
(2-10 weeks postpartum; N=664). In HOME, we measured PFAS in adolescent serum (11-14 years;
N=193). Using linear regression, we estimated percent differences in PFAS concentrations with PCP
use, adjusted for sociodemographic factors.

Results/Conclusions: In MIREC, more nail care product, fragrance, hair dye, spray and gel, and
makeup use was associated with greater maternal plasma perfluorooctane sulfonic acid (PFOA)
and/or perfluorooctane sulfonic acid (PFOS) concentrations. Greater hair dye, partial highlights, nail
care product, makeup, and nail polish use were associated with higher PFOS or PFOA in human milk
(Figure 1: PFOA results). More hair dye, hair styling product, and makeup use was associated with
greater human milk perfluorononanoic acid. Additionally, greater nail care product and polish use
and full highlights without bleach were associated with higher human milk perfluorohexane sulfonic
acid concentrations. No PCP-PFAS associations were observed in HOME; the lack of associations
may be explained by the smaller sample size or narrower window of PCP use (past 24-hour vs.
general use). Our results suggest that some PCPs contribute to maternal plasma and human milk
PFAS. Future studies could examine if associations depend on country and age, timing and
frequency of use, or product formulation.

S/P indicates work done while a student/postdoc 121/1443



Figure 1. Associations between personal care product use and maternal plasma and human milk PFOA concentrations in the

Maternal-Infant Research on Environmental Chemicals (MIREC) Study.
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reference is ‘not daily’. Effect estimates represent a percent change in PFOA concentrations relative to the reference group. PFAS measures below the LOD
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were imputed as LOD/2. Results were derived from linear regression models adjusted for maternal age, parity, education, and country of birth.
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Preconception Serum Per- and Polyfluoroalkyl Substances (PFAS) and Risk of Spontaneous
Abortion in a Prospective Cohort of North Americans: Preliminary Findings Samantha
Schildroth* Samantha Schildroth Amelia K. Wesselink Michael D. McClean Ganesa Wegienka
Elizabeth E. Hatch Lauren A. Wise

Background: Per- and polyfluoroalkyl substances (PFAS) are a class of endocrine-disrupting
chemicals that are ubiquitous in the environment. Prior studies have linked PFAS exposure with
increased risk of spontaneous abortion (SAB, pregnancy loss <20 weeks gestation), but few studies
have measured PFAS before pregnancy or have captured early SAB (<8 weeks).

Methods: We used data from Pregnancy Study Online (n=163), a prospective cohort study of North
American females aged 21-45 years (2015-2021), to assess associations between PFAS
concentrations and self-reported SAB (pregnancy loss <20 weeks’ gestation). We quantified five
PFAS in preconception serum samples using isotope dilution tandem mass spectrometry. We used
Cox proportional hazards regression to estimate hazard ratios (HRs) and 95% CIs, adjusting for a
priori selected confounders. We further stratified results by parity status (parous vs. nulliparous), as
pregnancy is an important route of PFAS elimination.

Results: Median concentrations (ng/mL) for PFOS, PFOA, PFENA, PFHxS, and PFDA were 2.8, 1.3,
0.4, 0.8, and 0.2, respectively. Spearman correlations between PFAS ranged from 0.38 (PFHxS vs.
PFDA) to 0.84 (PFOS vs. PFENA). Nearly 19% (N=30) of participants reported SAB during follow-up,
with 50% of losses occurring <8 weeks’ gestation. In adjusted models, the HR for an interquartile
increase in PFNA concentrations was 1.6 (95% CI=0.6-4.4). Associations for other PFAS were
generally null. Among parous participants, there was a consistent trend of increased risk of SAB
with increasing concentrations for all PFAS, and associations were strongest for PFOS (HR=3.0,
95% CI=0.5-19.6) and PFNA (HR=2.4, 95% CI=0.4-15.2).

Conclusions: Preliminary findings indicate that preconception PFAS concentrations are associated
with increased rate of SAB, particularly among parous participants, though results were imprecise.
Further work includes expanding the sample size and examining the influence of PFAS mixtures on
SAB.
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Exposure to chemicals in personal care products among women with high daily use Caroll
Co* Caroll Co Angela Jeffers Peter P Egeghy Steven E Prince Daniel M Stout II Raquel A Silva Lillian
Alston Richard Walker Helen Cunny Timothy J Buckley Andrew A Rooney Kyla W Taylor

Background

Endocrine disrupting chemicals (EDC) such as parabens, phthalates, and phenols are found in many
personal care products (PCP). Measuring exposure to these chemicals from PCP use can be difficult
due to the breadth of available products. This study evaluated behavioral data collection methods for
measuring EDC exposure among high PCP users.

Methods

We conducted a 10-day pilot study using a convenience sample of 9 women in North Carolina who
reported daily use of =15 consumer products. Subjects provided daily urine samples, logged daily
PCP use with a digital diary, and completed questionnaires on frequency of historical and recent
PCP use. We calculated Kendall’s tau (t) to estimate the rank correlation across data collection
methods. We used nationally representative NHANES data as the referent population to compare
EDC concentrations and used the Kaplan-Meier method to derive percentiles in the presence of
nondetectable values.

Results

Of the 9 women, 4 reported using =15 PCPs at least 4 times within the past 10 days and at least
once per week within the past 12 months. On average, participants reported a greater number of
PCPs on the historical use questionnaire (mean=17.4) compared to both the daily diary (mean=13.3)
and recent use questionnaire (mean=12.4). Correlations across all modes of data collection were
high, ranging from t=.74 to .81. Compared to median values of biomarkers reported in NHANES,
most women in our study had a higher 10-day median concentration for both MHINCH, a phthalate-
alternative metabolite, and benzophenone-3, a UV filter. Among paraben and phthalate metabolites,
most study participants measured higher than the national median on DIBP but lower on MEP,
MBZP, and methyl and propyl parabens.

Conclusion

We found high consistency in responses relating to PCP use among questionnaires and the daily
diary; however, self-reported PCP use may not correlate with urinary levels of paraben and phthalate
biomarkers.
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Menstrual cycle and menses length in relation to endometrium PFAS levels Joanna M.
Marroquin* Joanna Marroquin Cherie Marfori Jenna R. Krall Vimailkumar Krishnamoorthi
Kurunthachalam Kannan Anna Z. Pollack

Background: Menstruation has been suspected as a mode of excretion of per- and polyfluoroalkyl
substances (PFAS). This study aims to determine if menses and menstrual cycle length (MCL) are
associated with PFAS levels in eutopic endometrium in menstruators with and without gynecological
disease.

Methods: The Investigating Mixtures of Pollutants and Endometriosis in Tissue Study included 423
women aged 18-44 years, from 14 clinical centers in Utah and California from 2007-2009. PFAS
levels in endometrial tissue were obtained using tandem mass spectrometry. A questionnaire and
one-cycle daily diary assessed MCL characteristics. Menses length was categorized as <2 days, 2-7
days, and >7 days. MCL was categorized as short (<20 days), normal (21- 35 days), and long (>35
days). Adjusted linear regression models evaluated the association of log-transformed PFAS levels
with the 12-month average MCL and menses length. Models were adjusted for body mass index, age,
and hormonal contraceptive use.

Results: Median eutopic concentrations of PFOSA (0.12ng/g), PFHxS (0.65ng/g), PFOS (6.58ng/g),
PFOA (1.93ng/g), and PFNA (0.58ng/g) were obtained. Lower PFOA (B -0.24 CI, -0.46, -0.03), PFOSA
(B -0.53, CI-1.09, 0.03), PFOS (B -0.17, CI -0.34, 0.01), and PFNA (B -0.44, CI-0.88, 0.001) were
associated with menses >7 days compared to 2-7 days. Short MCL was associated positively with
PFNA (B 0.53 CI 0.03-1.04) compared to normal MCL (21-35 days). PFOSA, PFOS, and PFHxS were
not associated with menses length. Continuous MCL was not associated with and PFAS.

Conclusion: Menses duration and menstrual cycle length may be a route of PFAS excretion.
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Neighborhood Mortgage Lending Bias and Preterm Birth among NHB and NHW births in
North Carolina Anjali D. Kumar* Anjali Kumar Kristen Rappazzo Chantel L. Martin

Background

Contemporary redlining, measured through mortgage lending bias, is a form of institutional racism
in the United States. Contemporary redlining may impact the neighborhood social environment and
resulting health outcomes, particularly at critical windows. We examined racial mortgage lending
bias in relation to preterm birth, the leading cause of infant mortality, among Non-Hispanic Black
(NHB) and Non-Hispanic White (NHW) births in North Carolina (NC).

Methods

We used 2012-2017 Home Mortgage and Disclosure Act (HMDA) data to derive a measure of racial
bias in mortgage lending in Durham, Orange, and Wake counties of NC. Odds of mortgage loan
denial per census tract for NHB compared to NHW homeowner applicants were estimated
accounting for loan-to-income ratio and applicant sex and merged with 2013-2018 NC birth records.
Preterm birth was defined as gestational age at delivery less than 37 weeks. Maternal residential
addresses from birth records were geocoded and linked to odds of loan denial by census tract.
Associations between racial mortgage lending bias and preterm birth were estimated with multilevel
mixed models adjusting for maternal age, education level, marital status, insurance status, and
parity and stratified by race.

Results

In a cohort of 92,818 births, prevalence of preterm birth was 12.41% for NHB births and 8.26% for
NHW births. Crude odds ratios (OR) for mortgage loan bias and preterm birth differed for NHB (OR:
1.15; 95% CI: 1.08, 1.24) and NHW births (OR: 1.04; 95% CI: 0.96, 1.12). Estimates slightly
attenuated for NHB (OR: 1.15; CI: 1.07, 1.24) and NHW births (OR: 1.02; CI: 0.94, 1.10) after
adjusting for potential confounders.

Conclusion

Racial mortgage loan denial is associated with preterm birth for Non-Hispanic Black births, but may
not be for Non-Hispanic White births in NC. Racial bias in mortgage lending may play a role in
understanding how forms of structural racism shape health inequalities in birth outcomes and infant
mortality.
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Spatial Patterns of Mortgage Discrimination in Metropolitan Areas in the Southeastern
United States Leah Moubadder* Leah Moubadder Maya Bliss Maret Maliniak Lauren Barber
Jasmine M. Miller-Kleinhenz Jeffrey M. Switchenko Michael R. Kramer Lauren E. McCullough

Mortgage discrimination remains an upstream contributor to health disparities by altering the
distribution of investment, opportunity, and economic advantage. In this study, we sought to create a
method for measuring the rate of mortgage discrimination and apply it to urban areas in the
Southeastern US.

In this study, we used Home Mortgage Disclosure Act data to estimate the rate of mortgage denial
within 40 metropolitan statistical areas (MSAs) in the Southeastern US. We estimated the median
rate ratios (RR) by census tract-relative to the of the respective MSA—using a Bayesian spatial
model with conditionally autoregressive priors and integrated nested Laplace approximation for
estimating the posterior distributions. This approach accommodates spatial dependencies by
borrowing statistical information through spatial and non-spatial priors, which results in stable
estimates in the presence of sparse data.

Areas with mortgage discrimination (RR>1.0) exhibited higher proportions, on average, of Black,
Hispanic, and immigrant Americans, and households below the poverty line. All 40 MSAs included at
least one census tract with evidence of mortgage discrimination. Approximately 17% of all census
tracts showed an increased rate of mortgage discrimination relative to their respective MSA after
accounting for individual-level loan-to-income ratio and sex. Finally, our analysis revealed spatial
variation in the extent of discrimination within and across MSAs.

By providing a robust and transparent method for measuring mortgage discrimination, our novel
approach can inform interventions to promote equitable lending practices in these areas. We will
also make our code and analytic approach publicly available, allowing researchers to adapt our
methods and advance the understanding of the impact of mortgage discrimination on affected
communities. This will facilitate the replication and extension of our findings and encourage
collaborative efforts to address this pressing issue.
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Figure 1. Map of estimated posterior probabilities of mortgage discrimination in Metro Atlanta,

Georgia (as an example), generated using a Bayesian spatial model. The map shows areas of
high posterior probability (red) and low posterior probability (blue) of experiencing

discrimination in mortgage lending. The results highlight the persistent disparities in access to

credit and housing opportunities in urban areas.
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The Association Between Perceived Discrimination and Body Mass Index Among Asian
Women Sarpong Boateng* Yvette Cozier Sarpong Boateng Hyeouk Hahm Phuong K Tran Rajesh
Gururaghavendran Uyen-sa Nguyen Yvette C Cozier

Perceived racial discrimination is associated with poor health outcomes, including high body mass
index (BMI) among U.S. Black and Latino populations. This association, however, has not been well
established among Asian Americans. Since the start of the COVID-19 pandemic, there has been a
significant surge in anti-Asian racism and hate crimes leading to increased psychosocial stress and
possibly metabolic dysregulation. We explored whether perceived discrimination might be
associated with BMI among Asian American women. The Epidemiology of Asian Women'’s Action for
Resilience and Empowerment (EPI-AWARE) study is a follow-up of Asian women conducted between
December 2019 and September 2022. Using an online questionnaire assessing demographic,
medical, and lifestyle factors, participants were asked about experiences of racial discrimination
using five self-report items measuring everyday discrimination (e.g., “how often do people act as if
they are better than you?”), and six items measuring lifetime discrimination (e.g., unfair treatment
due to your race “at school”). A cumulative discrimination score was created by combining the
everyday and lifetime scores and dichotomizing into low (<3) vs high (=3) for analysis. Self-reported
BMI was categorized as either low (<25kg/m2) or high (=25kg/m2). Multivariable binomial
regression was used to estimate risk ratios (RR) and 95% Confidence Intervals (CI) controlling for
age, sexual orientation, nativity, history of poverty, and physical activity. In this cross-sectional
analysis, a total of 153 women aged 18-59 years (median=26 years) completed study questionnaires
of which 76.56% reported high racial discrimination (range: 0-9), and 22.93 % reported high BMI
(range=16.5-42.1 kg/m2). Women reporting high levels of discrimination, compared to low levels,
were significantly more likely to be classified in the high BMI category (RR: 4.8; 95% CI =1.2-18.9)
(P-value: 0.013). Our data suggest that experiences of racism may impact BMI among Asian
Americans. This finding may have particular relevance given the marked increase in anti-Asian
racism in the U.S. initiated during the COVID-19 pandemic. Further research is needed to
understand the underlying mechanism(s) contributing to this association and to identify needed
resources.
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Associations of early menarche and adolescent overweight with neighborhood indices of
social polarization: evidence from the Child Health and Development Studies Corinna
Keeler* Caitlin Murphy Piera Cirillo Nickilou Krighaum Corinna Keeler Barbara Cohn

Background: Geospatial measures of “social polarization” termed Indexes of Concentration at the
Extremes (ICEs) have been linked to adverse health outcomes, and represent meaningful proxies for
exposure to toxic environmental stressors.

Methods: A subset of offspring born into The Child Health and Development Studies (CHDS)
pregnancy cohort from 1959-1960 in Oakland, CA were recruited for an Adolescent study at ages
15-17 years, n=2,020. ICE measures for these participants were calculated using residence at birth
to characterize neighborhood race/ethnicity, income, education and combined income and race,
capturing social polarization during infancy, a critical window of development. ICE indices at birth
were determined by linking tract-level 1960 census data with geocoded address at birth. Adolescent
study report of age at menarche and in-person measurement of weight, height were used to assess
early menarche as <12 vs. >12 years and to classify overweight as BMI >25 vs. <25 kg/m*. We used
log-linear models to estimate associations of early menarche and adolescent overweight with ICE
indices at birth, adjusted for individual factors and family clustering.

Results: Address at birth was geocoded for 87% (n=884) of Adolescent Study males (n=1,017) and
86% (n=865) of females (n=1,003). Adolescents born into neighborhoods with a high concentration
of Black residents, low education, low income and combined low income and high concentration of
Black residents had significantly higher risk of early menarche and being overweight at adolescence
(Figure). Sex differences were not significant but estimates for females were higher, suggesting
girls were more impacted by neighborhood stressors. Associations persisted after adjusting for
individual factors.

Conclusions: Findings underscore the potential for indices of neighborhood social polarization to
serve as proxies for early markers of morbidity and inequalities in health risk, beyond individual risk
factors.
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Figure Legend: A. Odds Ratios for Early Menarche (<12 years) and Neighborhood ICE
Measures. Very low and low neighborhood education were assessed as quintiles 1 and 2
(respectively) vs quintiles 3-5 of Education ICE based on neighborhood of birth address, adjusted
for mother's education (less than High School and High School vs. else) at offspring birth and
adolescent overweight. Largely Black neighborhood was assessed as quartile 1 vs quartiles 2-4
of Race ICE based on neighborhood of birth address, adjusted for adolescent overweight. Very
low- and low-income neighborhoods were assessed as quintile 1 and quintile 2 (respectively) vs
quintiles 3-5 of Income ICE, adjusted for family income (below 1960 median income vs. else) at
offspring birth and adolescent overweight. Low income and largely Black neighborhood was
assessed as quartile 1 vs quartiles 2-4 of Income and Race ICE, adjusted for adolescent
overweight, and for family income (below 1960 median income vs. else) at offspring birth and
maternal Black race.

B. Odds Ratios for Adolescent Overweight (>25kg/m?) and Neighborhood ICE Measures.
Low neighborhood education was assessed as quartile 1 vs quartiles 2-4 of Education ICE based
on neighborhood of birth address, adjusted for mother's education (less than High Schoel and
High School vs. else) at offspring birth. Largely Black neighborhood was assessed as quartile 1
vs guartiles 2-4 of Race ICE based on neighborhood of birth address, adjusted for mother's race
(Black vs. else). Very low- and low-income neighborhoods were assessed as quintile 1 and
quintile 2 (respectively) vs quintiles 3-5 of Income ICE, adjusted for family income (below 1960
median income vs. else) at offspring birth. Very low income and largely Black neighborhood was
assessed as quintile 1 vs quintiles 3-5 of Income and Race ICE, adjusted for family income
(below 1960 median income vs. else) at offspring birth and maternal Black race.

Indices of Concentration at the Extremes, ICE, were calculated as follows: Education ICE:
(College - less than High School) / Education Total; Race ICE: (White - Black Race) / Total
Population; Income ICE: ([Family Income > 10,000] — [Family income < 3,999]) / All Family
Income; Income and Race ICE: ([White family Income > 10,000] - [Non-white family income <
3,994]) / All Family Income.
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The Health of Mexican Immigrant Families: Do Climates of Immigrant Inclusivity Shape
Childhood Diet and Obesity? Lindsay Fernandez-Rhodes* Lindsay Fernandez-Rhodes

Children of Mexican immigrants are particularly vulnerable to obesity and this disparity places them
at elevated risk of Type 2 diabetes as they age. It is estimated at as many a 1/3 Mexican children
have an unauthorized immigrant parent. Despite the majority being US citizens themselves,
structural xenophobia such as partnerships between local law enforcement and Immigration and
Customs Enforcement, ICE, and exclusionary policies towards immigrants, may be a barrier for
Mexican children to maintaining a healthy lifestyle and weight. To assess the association between
these two forms of structural forces on Mexican immigrant families, we designed a two-part study
by: 1) curating a 10+ year contextual dataset on publicly available Immigrant Legal Resource Center
(ILRC) data on county involvement with ICE and previously-published immigration policy climate
scores (IPC, comprised of state public health and welfare, education, labor and employment, driver’s
licenses and identification policies); and 2) merging the contextual with individual-level public and
restricted (i.e., geographic and household indicators) data from continuous National Health and
Nutrition Examination Survey (2009-2018). Findings from the first phase of this work reveal a strong
correlation (p=0.6) between county-level partnerships with ICE and the exclusion of immigrants
from state policies, 2017-2019. Percent Hispanic and income inequality (index of concentration at
the extremes) from the American Community Survey 5-year estimates were weakly to moderately
correlated with ILRC (0.03<p<0.1; 2017-19) and IPC scores (0.01<p<0.4; 2009-2019). The second-
phase research is underway; pending final approval, these results will be presented in a SER late-
breaker session. We will present the test our hypothesis that children of Mexican immigrants living
with higher structural xenophobia will have unhealthier dietary patterns and elevated adiposity
(body mass index percentiles and waist circumference) using multi-level survey regressions. To our
knowledge, previous studies have not investigated variation in structural xenophobia towards
immigrants and obesity in a nationally-representative sample of children, which means that these
results will add to the literature on immigrant xenophobia as a social determinant of health.
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Long-term educational and economic outcomes after preterm birth: Evidence from a
national population-based cohort Asma Ahmed* Asma Ahmed Eleanor Pullenayegum Sarah D.
McDonald Jason D. Pole Shahirose Premji Marc Beltempo Fabiana Bacchini Prakeshkumar S. Shah
Petros Pechlivanoglou

Background: Preterm birth (PTB) at <37 weeks gestation affects approximately 10% of births
worldwide; however, data on the socioeconomic outcomes of these children is limited and
inconclusive. We aimed to examine the effect of PTB on individuals’ educational attainment, income,
and employment during adulthood.

Methods: Using linked administrative data from Statistics Canada, we created a population-based
cohort of children born in Canada between 1983 and 1996 (~4 million births). We tracked these
individuals until the end of 2018 (age 21-34 years) to ascertain the following at age >18 years:
postsecondary education enrollment and attainment, annual employment income, and employment
rate. We estimated mean differences and RR using generalized estimating equations (linear and log
links respectively), accounting for differences in baseline characteristics (e.g., birth year, parental
demographics) using exact matching and adjusting for age and period effects.

Results: In analyses conducted on a 10% random sample to efficiently test statistical codes and
obtain preliminary results, infants born preterm were less likely to have enrolled in postsecondary
education (RR 0.86 (95% CI 0.84 to 0.88)) and to graduate with a bachelor’s degree or higher (RR
0.85, 95% CI 0.83 to 0.87)). They, on average, earned -2,331 CAD (95% CI: -2,656, -2,007) lower per
year than those born at term and were 4% (RR 0.96, 95% CI 0.96 to 0.97)) less likely to be employed.
The risks of these outcomes were inversely proportional to gestational age (GA). Estimates for those
born <28 weeks were -10,356 CAD (-12,177, -8,535) per year for mean income differences and RR
0.38, 95% CI 0.31 to 0.45, for graduation with > bachelor’s degree.

Conclusion: Individuals born preterm had lower educational and economic achievements in their
second and third decades after birth than those born at term, and the risks were higher with
decreasing GA at birth. This is the largest study to date to show long-term socioeconomic
disadvantages associated with PTB.
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Maternal opioid use disorder and infant mortality in Wisconsin, 2010-2018 David Mallinson*
David Mallinson Hsiang-Hui Daphne Kuo Russell Kirby Lawrence Berger Deborah Ehrenthal

Opioid use disorder (OUD) during pregnancy has increased over the past decade. The extent to
which prenatal OUD exposure affects infant mortality (death before 365 days post-birth) is
uncertain. We measure the association between maternal OUD during pregnancy and infant
mortality with data from a population-based cohort of linked Wisconsin birth records, death records,
and Medicaid claims. We also investigate whether that association varies by neonatal opioid
withdrawal syndrome (NOWS) diagnosis and by maternal medication-assisted treatment (MAT) for
OUD during pregnancy. Our sample consists of Medicaid-paid live deliveries during 2010-2018
(N=235,777 births). There are three measures of OUD exposure: any OUD (no OUD; OUD), OUD-
NOWS (no OUD; OUD without NOWS diagnosis; OUD with NOWS diagnosis), and OUD-MAT (no
OUD; OUD without MAT; OUD with MAT).

In 5,186 births (2.20%), mothers had OUD during pregnancy. Among these, 2,614 infants (1.11%)
had NOWS, and 3,317 births (1.41%) had mothers who received MAT. Approximately 1.3% of OUD-
exposed infants died relative to 0.6% of unexposed infants (Figure 1). Mortality was most common
among OUD-exposed infants without a NOWS diagnosis, and roughly 40% of deaths in this group
occurred within five days of birth. However, mortality was similar between unexposed infants and
OUD-exposed infants with NOWS. Additionally, mortality did not notably differ among OUD-exposed
infants by MAT status. Cox regressions that adjusted for maternal demographics indicated that
maternal OUD was positively associated with the incidence of infant mortality (HR 2.07; 95% CI
1.60-2.68) relative to no OUD. OUD without NOWS was also associated with infant mortality (HR
2.69; 95% CI 1.98-3.67), as were OUD without MAT (HR 1.66; 95% CI 1.07-2.56) and OUD with MAT
(HR 2.34; 95% CI 1.71-3.20). However, OUD with NOWS was not significantly associated with infant
mortality. Findings suggest that OUD may increase the risk of infant mortality.
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Can birth hospital explain racial/ethnic differences in cesarean birth among low-risk
births? An analysis of California data, 2007-2018 Shalmali Bane* Shalmali Bane Suzan
Carmichael Mahasin Mujahid Elliott Main Peiyi Kan

In the US, there is substantial variability in low-risk cesarean birth rate by hospitals and
race/ethnicity. The contribution of inequitable hospital quality to disparities in low-risk cesarean
births is uncertain. Using a dataset of live birth and fetal death certificates linked with maternal
hospitalization data (2007-18), we examined the role of birth hospital on racial/ethnic disparities in
low-risk cesarean (defined as nulliparous, term, singleton, vertex (NTSV)) births. Poisson regression
models clustered by hospital were used to compare racial/ethnic differences in cesarean prevalence,
adjusted for maternal and hospital characteristics. We calculated risk-standardized NTSV cesarean
prevalence per hospital and used g-computation to assess how the cesarean prevalence by
racial/ethnic group would change if all births occurred at the same distribution of hospitals as for
White individuals. Among 1,594,277 NTSV births at 212 hospitals, 26.9% were cesarean. Adjusted
RRs ranged from 1.01 for US-born Hispanic (95%CI: 0.99-1.05) to 1.28 for Black individuals (95%CI:
1.22-1.33), relative to White individuals. Higher proportions of Black (42.3%), Pacific Islander
(40.7%), and AIAN (41.6%) individuals gave birth in hospitals in the lowest tertile of cesarean
prevalence, higher proportions of Asian individuals gave birth in the middle tertile (41.0%), and
highest proportions of Hispanic individuals (foreign-born: 37.0%, US-born: 39.2%) gave birth in the
highest tertile. In the substitution analysis, NTSV cesarean prevalence would be reduced for certain
groups but not others, ranging from 87 excess events (0.3% increase) among the Black population to
6,473 avoided events (5.6% decrease) among US-born Hispanic populations. Our findings suggest
that rates of cesarean would be reduced in Black, Asian, and Hispanic populations if they gave birth
at similar hospitals as white women. Future efforts should consider the role of within-hospital
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Figure. Risk-standardized cumulative distribution of births by race and ethnicity among
hospitals ranked by NTSV cesarean prevalence, California 2007-2018 (N = 212 hospitals)?
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b Assuming hospital cesarean section rate among NTSV births as a proxy for hospital quality, Lowest tertile (“Low” in figure)
corresponds to highest quality hospitals, while the highest tertile (“High” in figure) corresponds to lowest quality hospitals
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Child Opportunity Index at birth and early development at age 4 years Diane Putnick* Diane
Putnick Erin Bell Jordan Tyris Akhgar Ghassabian Pauline Mendola Rajeshwari Sundaram Edwina
Yeung

The Child Opportunity Index (COI) is a place-based measure of 29 social determinants of health,
selected and weighted relative to adult life expectancy, mental and physical health, and social
mobility. The COI has demonstrated ability to predict child hospitalizations and cardiometabolic
health but remains to be explored with respect to child development.

This study explored how COI at birth related to child development in 594 children from the Upstate
KIDS cohort across New York state. Home addresses were extracted from birth certificates and
linked to the COI 2.0 at the census tract level. The COI has three subdomains-education,
health/environment, and social/economic-and was state-normed from 1-100. Children were
administered the Battelle Developmental Inventory 2™ edition at 4 years by trained study personnel
to assess overall, adaptive, personal-social, communication, motor, and cognitive development
relative to age norms (M=100, SD=15).

On average, families lived in tracts with COI=65.80 (SD=23.11; range=1-100), and children scored
nearly 1SD above the mean on the Battelle on average (M=113.50, SD=18.47; range=46-145).
Unadjusted linear mixed models with identity link suggested that each 10-point increase on COI or
subdomains at birth was associated with .45 to 1.79 higher scores on the Battelle (unstandardized
beta (B) for total COI and total Battelle=1.67, 95% CI=0.93, 2.41). Adjusting for child and maternal
factors attenuated associations (adjusted B for total COI and total Battelle=0.75, 95% CI= -0.02,
1.53), but associations for the social/economic subdomain remained (Figure 1).

The environment a child is born into may be related to their early development. This study supports
the Child Opportunity Index as a measure of social determinants of some aspects of healthy child
development, but this cohort was skewed toward higher COI and therefore results should be
replicated in a more diverse sample.
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Associations of Neighborhood Opportunity and Vulnerability with Incident Asthma Among
U.S. Children in the ECHO cohorts Izzuddin M. Aris* Izzuddin Aris Wei Perng Dana Dabelea Amy
Padula Akram Alshawabkeh Carmen M Vélez-Vega Judy L. Aschner Carlos A. Camargo Jr. Tamara J.
Sussman Anne L. Dunlop Amy J. Elliott Assiamira Ferrara Christine LM Joseph Anne Marie Singh
Carrie V. Breton Tina Hartert Ferdinand Cacho Margaret R. Karagas Barry M. Lester Nichole R.
Kelly Jody M. Ganiban Su H. Chu Thomas G. O’Connor Rebecca C. Fry Gwendolyn Norman Leonardo
Trasande Bibiana Restrepo Diane R. Gold Peter James Emily Oken

Background: Physical and social attributes of neighborhoods may promote or inhibit healthy child
development. The extent to which these attributes play a role in the development of childhood
asthma remains understudied.

Objective: To examine associations of neighborhood-level measures of opportunity and social
vulnerability with asthma incidence rates in childhood.

Methods: We used residential address and parental report of physician-diagnosed asthma data
obtained from 10,516 children participating in the nationwide Environmental influences on Child
Health Outcomes (ECHO) program. We linked geocoded residential addresses at birth, infancy
(median 1.4 years), and early childhood (median 4.7 years) to census-tract level Child Opportunity
Index (ChOI) and Social Vulnerability Index (SVI). We followed children to the date of asthma
diagnosis, date of last visit or loss to follow-up, or age 20 years. We used multilevel Poisson
regression to estimate asthma incidence rate ratios (IRR) associated with ChOI or SVI, adjusting for
family sociodemographic factors, parental asthma history, and prenatal characteristics.

Results: Overall, 23.4% of ECHO children lived in neighborhoods with very high (=80™ percentile,
based on nationwide distributions) ChOI or very low (<20™ percentile) SVI. We identified 2,452
incident asthma cases in 105,073 child-years of follow-up; median age at asthma diagnosis was 6.6
years. Compared with very low ChOI, high (60"-<80" percentile) and very high ChOI in infancy was
associated with lower asthma incidence: adjusted IRR 0.82 (95% CI 0.71, 0.96) and 0.84 (95% CI
0.72, 0.98), respectively. Higher ChOI at birth and early childhood were also associated with lower
asthma incidence but estimates were nonsignificant. However, SVI was not associated with asthma
incidence.

Conclusion: Access to high levels of neighborhood opportunities in infancy, compared with very low
neighborhood opportunities, are associated with lower asthma incidence in childhood.

S/P indicates work done while a student/postdoc 140/1443



ChOl at birth

ChOl in infancy

ChOl in early childhood

>

Very Low

Low-{ +——e—rn —e P I—
Moderale - —— ——— —

High —e— —_—e— ——
Wery High —— —— p———A

SV at birth SV in infancy SVl in early childhood

Very High- *

High J— »T-— ——t
Moderale - ——— b — ———

Low - | e— | f—————— —_
WVery Low - —— —— r—.|—1

0.8 0.9 1.0 1.11.2

0.8 0.9 1.0 1.11.2

0.8 0.9 101112
Asthma Incidence Rate Ratio (95% Cl)

S/P indicates work done while a student/postdoc

141/1443


https://epiresearch.org/wp-content/uploads/formidable/561/Overall_COI_SVI_Asthma_IRR.jpg

1281 OAS Oral Abstract Session

Social

A mixed-methods study to define and measure community wellbeing: developing indicators
for public policy and surveillance Adrian Foster* Adrian Foster Camilla Michalski Apira
Ragunathan Lief Pagalan Casey Chu Lori Diemert John F. Helliwell Diana Urajnik Ruth Speidel Tina
Malti Dianne Fierheller Laura Fusca Ian Zenlea Scott McKean Laura C. Rosella

Objectives: Defining social indicators that go beyond individual-level conceptions of health and
wellbeing is necessary to capture the relational nature of communities. This study characterizes
community wellbeing (CWB) themes for the development of a well-defined exposure for etiological
study.

Methods: Using sequential mixed-methods, cross-sectional surveys (N=398) followed by semi-
structured focus groups (N=15) were conducted with community residents (=18 years) of four
regionally distinct Ontario cities (Toronto, Peel, Greater Sudbury, and Thunder Bay). Survey items
were derived from a theoretical framework that focused on access to and satisfaction with key
themes of CWB (e.g., community services, social connection). Focus groups were performed with a
sample of survey respondents that prioritized diversity (across age, race, and gender) and results
were thematically analyzed using descriptive and interpretive methods to identify novel CWB
themes.

Results: Survey respondents identified cost of living (63%), safety (56%), and housing (52%) as the
three most significant aspects contributing to CWB. The plurality stated their sense of community
belonging was somewhat strong (47%), with younger, racialized, and female participants being more
likely to report weaker belonging. Four CWB themes were characterized in our focus groups, with
each theme being composed of subcomponents: (1) community belonging, (2) services and
amenities, (3) effective decision-making, and (4) opportunity. Three cross-cutting layers spanned
each theme: (1) flourishing, (2) relationality, and (3) equity.

Conclusion: The development of a community-derived measure of CWB is necessary for social
epidemiology research (i.e., surveillance) and community health. We characterized four CWB themes
from pre-existing frameworks and perspectives derived from community residents. This work
informs the development of an exposure measure to examine the impact of CWB on population
health.
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Methods/Statistics

Comparing Two-Step Approaches to Measuring Gender Identity: Ascertaining Sex Assigned
at Birth versus Transgender Self-Identification Diana M. Tordoff* Diana Tordoff Brian Minalga
Nicole Lynn Perry Atlas Fernandez Bennie Gross Sara N. Glick The Seattle Trans and Non-binary
Sexual Health (STARS) Advisory Board

Background: The two-step method for measuring gender identity is recommended by numerous
research institutions and transgender advocacy organizations. Commonly, the two-step method
separately asks about a person’s current gender and the sex they were assigned at birth (SAAB).
However, some researchers and transgender and gender diverse (TGD) people have expressed
concern about asking SAAB questions, which can be harmful or perceived as invasive for some TGD
people.

Methods: We used 2021 data collected from an online cross-sectional survey of LGBTQ+ people in
Washington State and compared two different approaches for measuring gender identity via a two-
step question that collected data on: (1) current gender and SAAB, and (2) current gender and
transgender self-identification (via a question that asked “Are you transgender?”). The gender
identity question used a select-all-that-apply format with 10 response options that explicitly included
gender diverse identities (e.g., nonbinary, genderqueer). We assessed the reliability of these two
approaches to identify TGD and cisgender participants based on the percent agreement and
unweighted Cohen’s Kappa.

Results: There were 2,275 participants aged 9-81 (mean 36.7 years). Response rates were high for
the survey items of interest (98% to gender identity, 99.7% to SAAB, and 96% to transgender self-
identification) with 192 unique combinations of responses to these three items. There was near
perfect concordance between the two methods in their ability to identify TGD participants (percent
agreement=99.7%, unweighted Cohen’s Kappa=0.99). Overall, 63% of participants were cisgender,
35% TGD, and 2% could not be categorized.

Conclusion: Two-step approaches that use a SAAB versus transgender self-identification performed
nearly identically in a survey of LGBTQ+ adults and adolescents. Researchers should consider
acceptability of SAAB questions and its relevance to answering their specific research question when
designing surveys.
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Injuries/Violence

Radicalization and deradicalization into and out of white supremacy: a qualitative
exploration of public health opportunities to address racism Jessie Seiler* Jessie Seiler Shilpa
Patel Elizabeth Walker

Introduction

In this age, public health work is shaped by a growing body of knowledge demonstrating that racism
creates health inequities. Epidemiology is often focused on documenting the effects of racist systems
and policies, but our understanding of white supremacy is limited. The fields of violence/injury
prevention and social epidemiology may contribute to a deeper understanding of how and why
people are radicalized into violent racism. Critical steps in building a public health approach to
addressing racist violence begin with detailing risk factors for radicalization and barriers and
facilitators of deradicalization, our goals for this study.

Methods

After conducting semi-structured interviews with six self-identified former white supremacists, we
used grounded theory to build theories of radicalization and deradicalization specific to white
supremacy. Grounded theory, a qualitative method of forming theoretical models, involves iterative
definition of themes rooted in responsiveness to data.

Results

All participants experienced radicalization in childhood, with online behaviors being a key driver.
Complete deradicalization appears to be a possible outcome even for those who have committed
race-based violence. Key themes related to radicalization included the desire to construct a new
identity, feeling powerless or worthless, new communities, an aesthetic attraction to symbols of
white supremacy, and experiencing stigma related to wanting to discuss taboo topics (see figure).
Themes related to deradicalization included support from new communities separate from white
supremacist groups, newly powerful ambivalence about white supremacist beliefs, identity changes,
demarginalization, reckoning with lingering racist beliefs, and healing.

Conclusion

Race-based violence and racist beliefs on the individual level are changeable behaviors.
Epidemiology can play a valuable role in identifying risk factors for radicalization and barriers and
facilitators of deradicalization.
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Social

Redlining and Health Research: Pitfalls and Possibilities Elizabeth S McClure* Elizabeth
McClure

There is a rapidly growing body of epidemiology assessing impacts of redlining. It demonstrates a
positive shift in public health dialogue toward understanding structural racism. However, more
thoughtful and contextualized approaches are needed in this line of research. When it comes to
quantifying the impacts of redlining specifically, there are several issues that are frequently
oversimplified or ignored. First, racism in housing did not begin in the 1930s, nor was it created by
the Home Owners Loan Corporation (HOLC), i.e. the institution that generated financial risk maps
that are frequently digitized and used in health research. These lending practices were logical
sequelae of the rules created by white settlers on stolen land. Second, while HOLC maps are
centered in much of the contemporary research, the maps themselves are only a representation of
one of many racist practices executed by institutions and supported by quotidian data. Third,
epidemiology research on redlining often shoehorns a complex process into traditional regression
models. When the null hypothesis is “no impact,” we imply that there is even a remote possibility
that structural racism was not harmful, when we know that it was and still is. Fourth, treating
redlining as the main analysis variable in research overshadows (and absolves responsibility for) the
innumerable federal, state, local, and individual practices that recreate segregation and were
executed between the 1930s and today. Ultimately, fetishizing redlining in health research only
serves researchers benefiting from publications while inflicting the greatest disservice upon those
most impacted by historical and contemporary structural racism. To make historical data like HOLC
maps useful for antiracist research, we must ask different questions and design our analyses
differently. Research should be more expansive, conducted in service to those most impacted by
harmful practices, and centrally highlight ways to make change.
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Global Health

Political One Health: a framework for more-than-human health Julianne Meisner* Julianne
Meisner Amira Roess Peter Rabinowitz Mosbei Jeptoo Boku Bodha John Gachohi

One Health is a conceptual framework that views human, animal, and ecosystem health as
interconnected. One Health is increasingly mainstreamed in international health policy in light of the
COVID-19 pandemic, however outside of limited exceptions, epidemiologic research continues to
ignore more-than-human dimensions of health: both their bearing on the health of humans, and the
dignity of non-human beings who share our world. By the same token, the application of One Health
has focused on veterinary and medical care and disease surveillance, neglecting larger contexts
which govern the distribution of health.

We propose the Political One Health theoretical framework (Figure), an extension of the Political
One Health model and the ecosocial theory of disease distribution, and apply it to case studies from
pastoralist communities in Kenya and Ethiopia. Under this framework, the distribution of health is a
collective over animals, ecosystems, and humans, with each component recognized as health
bearers. These biotic and abiotic beings share a common environment which has economic,
biophysical, political, historical, and social contexts, and influences health through the active,
reciprocal process of embodiment. Under this framework, the social and material world created by
humans, including inequity, shapes more-than-human health.
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LATEBREAKER
Substance Use

Spatial Analysis of Drug Use-related Mortality in Iran Mohammad Ebrahimi Kalan* Fatemeh
Baberi Mohammad Ebrahimi Kalan

Background: Drug use is a major public health issue worldwide. It causes undesirable consequences
and leads to other drug-related disorders, including death. To explore the spatial distribution and
the underlying factors associated with drug use-related mortality in 431 cities of Iran, we aim to
analyze the spatial autocorrelation and conduct a geographically weighted regression (GWR).
Methods: In this ecological study, we investigated 20 variables under three categories (i.e.,
demographic, economic and social) with registered data in Legal Medicine Organization spanning
from 2013 to 2017. The Global Moran Index (Moran’s I) and the Local indicators of spatial
association (LISA) were used to detect the spatial autocorrelation and analyze the local spatial
correlation characteristics, respectively. A Poisson model and adaptive Gaussian kernel were
modified to perform GWR. We employed the best bandwidth with the golden selection option of the
GWR. In addition, the spatial characteristic was described in a thematic map.

Results: The overall death rate among studied cities was 196.2 per million. The highest rates were
reported in the west, northwest, and southeast regions of Iran. The value of Moran’s I was positive
(Moran’s I= 0.015, Z-score=2.44, p=0.014), indicating a spatial correlation at the country level with
obvious spatial clustering. Hotspot clustering was observed mostly in the northwest. The GWR
analysis demonstrated that drug use mortality was strongly positively or negatively correlated with
economic variables (e.g., house renters, RR=1.36-1.66, 95% [CI]: 1.13-1.97, p<0.001, Gross
Domestic Product, RR=0.58-0.94, 95% [CI]: 0.46-0.97, p<0.001 ), social variables (e.g.,
urbanization, RR= 1.45-2.06, 95% [CI]: 1.23-2.11, p<0.001) and, demographic variables (e.g.,
marriage ratio, RR= 1.34-2.03, 95% [CI]: 1.19-2.11, p<0.001), respectively.

Conclusion: Our findings showed a higher mortality rate was more pronounced in the economic and
social variables. In order to avert an unnecessary loss of life in low-income countries such as Iran, it
is imperative to reinforce country-specific policies that establish effective preventative measures.
Keywords: Drug use, Mortality Rate, Spatial Analysis, GWR
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LATEBREAKER
Substance Use

Family and Peer-Related Mediators of the Relationship Between Parental Supply of Alcohol
and Subsequent Alcohol-Related Harms Among Australian Adolescents Tim Slade* Tim Slade
Philip Clare Wing See Yuen Alexandra Henderson Raimondo Bruno Louisa Degenhardt John
Horwood Delyse Hutchinson Kypros Kypri Nyanda McBride Jim McCambridge Jake Najman Monika
Wadolowski Richard Mattick Amy Peacock

Purpose Parental supply of alcohol is a relatively common practice in Australia, believed by some
parents to be an effective means of teaching their children to drink responsibly. Contrary to this
common belief, research suggests that parental provision of alcohol to adolescents is associated with
elevated risk of subsequent alcohol use severity and problems. What remains unclear is what
mechanisms connect parental supply of alcohol to later alcohol-related harms. In a critical step
toward identifying prevention targets, this study used causal mediation analysis to test potentially
causal mediators of the relationship between parental supply of alcohol and subsequent harms
among adolescents.

Methods Data were drawn from waves 1-7 (ages 13 to 19) of the Australian Parental Supply of
Alcohol Longitudinal Study (n=1906; 45% female). The mediating effects of family and peer factors
on the association between parental supply of alcohol (i.e., giving alcohol to adolescents) and three
alcohol outcomes: binge drinking, negative alcohol-related consequences, and alcohol use disorders
were investigated. Family factors included parental monitoring, alcohol-specific rules, and alcohol
norms and peer factors included peer supply of alcohol, peer substance use, and peer disapproval of
substance use. To reduce risk of bias, analyses used targeted maximum likelihood estimation, which
was estimated using machine learning.

Results Thirty-five percent of participants reported parents providing alcohol by age 15. Evidence
was found for indirect effects of parental supply of alcohol through both family and peer factors on
all outcomes. Sixty-nine percent and 63% of the effect of parental supply of alcohol on monthly binge
drinking and negative alcohol-related consequences, respectively, were explained by natural indirect
effects.

Conclusions The current investigation provided support for a causal link between parents providing
alcohol to their adolescent children and subsequent alcohol-related harm by age 19. Evidence for
mediation through both family factors and peer factors suggests further potential avenues for
intervention to reduce the risk of harm to youth. For parents, these include boosting general
parental monitoring, setting alcohol-specific rules, and addressing norms around the acceptability of
alcohol use during adolescence.
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LATEBREAKER
Substance Use

Alcohol Consumption and Flares of Low Back Pain: A Longitudinal Case-Crossover Study
Adrienne D Tanus* Adrienne Tanus Andrew Timmons Bianca Irimia Janna L Friedly Anna Korpak
Clinton Daniels Carina A Staab Daniel Morelli Paul W Hodges Nathalia Costa Melissa A Day Patrick |
Heagerty Mark P Jensen Pradeep Suri

Objective: To examine the associations between participant-reported alcohol consumption and
flares of low back pain (LBP) in Veterans, assessing both 1) the number of alcohol-containing drinks
in the past 24 hours, and 2) any alcohol consumption.

Methods: We performed a longitudinal case-crossover study of 305 Veterans (age 18-65 years) who
were seen for LBP in primary care. Participants completed up to 36 scheduled surveys and
additional patient-initiated surveys (triggered by the onset of new flares) over up to 1 year of follow-
up. Each survey inquired about current flare status (a period of increased LBP). Each survey also
inquired about alcohol consumption over the 24 hours and 2 hours prior to survey completion (if no
flare was reported), or alcohol consumption over the 24 hours and 2 hours prior to flare onset (if a
flare was reported). Conditional logistic regression was used to estimate the association between
alcohol consumption and flares.

Results: After excluding 32 participants who did not have at least 1 flare and 1 non-flare period,
273 participants (mean age 47 years, 74% male) were included in the case-crossover analysis. There
were 4,230 non-flare periods (914 [22%] preceded by alcohol consumption in the past 24 hours and
273 [6%] in the past 2 hours), and 1,950 flare periods (329 [17%] preceded by alcohol consumption
in the past 24 hours and 89 [5%] in the past 2 hours). After adjustment for weekend/weekday,
depression, sleep quality, and cigarette use, there were no significant associations between the
number of drinks (OR 0.95 [95% CI 0.89, 1.02]) or any drinks (OR 0.86 [95% CI 0.69, 1.06]) in the
past 24 hours and subsequent flares. Both greater number of drinks (OR 0.82 (95% CI 0.70, 0.95))
and any drinks in the past 2 hours (OR 0.49 (95% CI 0.35, 0.68)) were associated with lower odds of
subsequent flare.

Conclusion: Alcohol consumption in the past 2 hours, but not the past 24 hours, was associated
with lower odds of a subsequent LBP flare.
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LATEBREAKER
Substance Use

Evolving rates of co-use of cannabis and tobacco among adolescents in the US, Chile, and
Uruguay, from 2001-2021: a comparative approach of three national school-based surveys
Nicolas Rodriguez* Nicolas Rodriguez Constanza P. Silva Alvaro Castillo-Carniglia Ariadne Rivera-
Aguirre Richard A. Miech

Background: Most people who use tobacco start during adolescence, and the probability of
subsequent cannabis use increases during this developmental stage. Smoking is the most common
mode of administration of both substances, increasing the likelihood of concurrent and future use of
the other substances. These patterns, however, differ by cultural and contextual factors such as
country of origin and regulation of tobacco and cannabis products. For example, cannabis use has
increased in Chile and Uruguay adolescents and remained stable in the US, while tobacco use has
declined in the three countries. Methods: We examined how cannabis and tobacco co-use in the
past 30 days has evolved among adolescents from the US, Chile, and Uruguay, using
methodologically comparable repeated nationally representative cross-sectional surveys in the
school population from 2001 to 2021. We used the age-period-cohort-interaction (APC-I) model to
estimate inter-cohort deviations from the age and period main effects and test intra-cohort variation.
Results: Results reveal similar patterns in the age effect in the US, Chile, and Uruguay, with a
higher probability of co-use among older adolescents. After adjusting for age, adolescents in Chile
and Uruguay exhibit a similar pattern of period effect, reaching its peak in the middle 2010s. By
contrast, students in the US show a consistent period effect decrease. Findings reveal different
inter-cohort and intra-cohort dynamics among countries. Inter-cohort effect peaks in 1994-1995 for
the US and 1983-1986 for Chile. The inter-cohort effect is later for Uruguay (1996-2003), and the
effect size and volatility of the cohort deviations are more accentuated than in other countries.
Conclusions: The results suggest different trends and effects on adolescent cannabis and tobacco
co-use between the US, Chile, and Uruguay. Differences between countries may be associated with
evolving cultural and regulatory factors.
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COVID-19 Pandemic

Assessing the harmonization potential of data sources on policy interventions to combat
COVID-19 John Kubale* John Kubale Megan Chenoweth James McNally

Since early 2020, numerous large-scale data-collection efforts have been undertaken to study the
impact of the COVID-19 pandemic. Our objective was to examine the potential for harmonization
across data sources that focused on policy interventions to combat COVID-19 given implications for
potential comparability of study results. In total, we reviewed 7 distinct, publicly shared sources.
While most of these sources (5 of 7) focused on state-level policies, some included data from other
levels of government (e.g., counties and municipalities) and/or data from outside the U.S. These
sources also varied widely in the types of policies they examined; most policies examined were
related to face coverings, school or business closures, and “lockdowns.” Substantial heterogeneity
was observed across specific policies captured as well as their measurement and/or
operationalization. Areas where this heterogeneity presented the most challenges for harmonization
included: the inclusion/exclusion of dates for policy initiation and descension, treatment of policy
mandates vs. guidance in the data source, the intended target population (e.g., the unvaccinated,
business types, etc.), and the presence/absence of policies restricting specific public health
interventions (e.g., bans on mask mandates). While data collected throughout the pandemic has
yielded invaluable insights regarding the impact of policy interventions on COVID-19 control,
substantial heterogeneity in these data poses challenges for harmonization and subsequent
comparison across studies. Through this review we identified areas for improvement and propose
tangible best practices, such as developing common data elements (CDEs) which build consensus
regarding measuring key concepts, to foster harmonization of measures in future data collection
efforts. It is essential to proactively develop and incentivize such standards so that they may be
ready for the next emergency.
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Calculating and validating 118th Congress metrics for the Congressional District Health
Dashboard using a geospatial aggregation method Taylor M. Lampe* Taylor Lampe Isabel S.
Nelson Alexander S. Chen Anne Yuruo Marc N. Gourevitch Lorna E. Thorpe Ben R. Spoer

Congressional districts (CDs) are policy-relevant geographies for which actionable health data are
often unavailable. Federal policymakers and advocacy organizations need timely CD data to advance
national policy impacting the health of their constituencies. The CD Health Dashboard (“The
Dashboard’) was launched in January 2023 to meet this need, utilizing a geospatial aggregation
method to derive 36 metrics of health and its drivers for CDs, and harmonizing data from numerous
sources otherwise unavailable for the most recent 118" congress. This abstract describes our
methodologic validation results.

The Dashboard team created Census block-level population weights to measure extent of overlap
between county or tract (“source geography”) populations and corresponding CDs. Weights were
applied to source geography estimates and summed to CD-level. To validate, we produced metric
estimates for 116™ Congress CDs and compared those to 116™ CD estimates from ACS for three
metrics: high school completion, broadband connection, and unemployment. Sensitivity analyses
assessed accuracy of using different source geographies, aggregating counts vs percentages, and
having varying amounts of source-level missingness.

In validation, we found derived CD estimates were comparable to estimates released by ACS when
comparing means (high school completion: mean=87.45% vs. 87.84%; broadband connection:
mean= 67.32 vs. 67.74; unemployment: mean=>5.58% vs. 5.41%), and applying various measures of
error (RMSE, MAE). Estimates were additionally robust using different source geographies and
aggregating counts vs. percentages, although starting with tract estimates produced more stable
estimates. Source geography missingness impacted estimate accuracy differently across metrics.

The Dashboard presents timely data for the 118" Congress. Our validation demonstrates the utilized
aggregation method’s accuracy and robustness to different calculation decisions across metrics.
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Big Data/Machine Learning/Al

Evaluating the use of online obituaries for public health surveillance Jaren R. Haber* Jaren
Haber Maria L. Alva Lisa Singh Srujana S. Illa Angela Jing Rohan Mathur

This study evaluates the feasibility and accuracy of using openly available online obituary data and
official death records to monitor COVID-19. We aim to understand the reliability and measurement
properties of online obituaries by analyzing their representativeness across age, gender, race, and
neighborhood as compared to death certificate records for DC residents who died in DC. We collect
death certificates from DC Health Vital Records Division and obituaries from Legacy.com, a large
obituary aggregation website, from January 2015 to December 2021. We use Python to scrape
Legacy.com for obituaries in Washington, DC; extract text and photo data; and process these texts to
derive the decedent’s birth day, death day, gender, and race.[1] To evaluate representativeness by
demographics, we compare the DC obituaries to death certificates through matching by name, date
of birth, and date of death (see Figure for matching results by race). Our scraped data matches no
more than a third of official death records, with White individuals being best matched and
overrepresented relative to other racial groups. Our estimates scale the representativeness of online
obituaries across demographic strata and neighborhoods, providing important inputs for mortality-
predicting models that can correct for these biases with standard analytical tools (e.g., post-
stratification weighting). Our results suggest that automated text and image mining of online
obituaries could allow quick, granular predictions of mortality distributions in a cost-effective way,
informing more effective policy responses by bypassing the standard two-year lag before death
records are released. Our work can also provide foundation for disease monitoring should future
pandemics arise, because online death records are easier and cheaper to access than administrative
data.

[1] Our obituary scraping workflow is documented and openly accessible online at
https://github.com/comp-strat/scrape obituaries.
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State-level decoupling between COVID-19 morbidity-mortality and general public interest
is associated with political leaning Anika Puri* Marie-Laure Charpignon Anika Puri Maimuna
Shahnaz Majumder

During epidemics, the success of interventions are contingent upon public interest and adherence to
recommended measures. Fluctuations in public interest and adherence are driven in part to the
timing of announcements made by public health leaders, but also by “crisis fatigue” as an epidemic
persists. As crisis fatigue increases, decoupling between public interest in the crisis and objective
measures of the crisis (e.g., morbidity-mortality) also increases (e.g., interest may remain limited
even as morbidity increases). In this study, we examined state-level crisis fatigue in the United
States from February 1, 2020 to May 31, 2022 by quantifying the extent of decoupling between
COVID-19-related morbidity-mortality (i.e., case and death counts from the CDC) and public interest
in COVID-19 as ascertained via Google Search Trends (GST). Overall, we found that states with a
larger share of Republican voters demonstrated a significantly increased decoupling between the
intensity of public interest in COVID-19 and morbidity-mortality (cases: -0.72, p= 1.26e-09; deaths:
-0.33, p=1.79e-02). To account for confounders of this observed relationship, we are currently
developing a multivariable regression model that further adjusts for local levels of social
vulnerability, internet penetration, and vaccine uptake. Beyond our contributions to the literature
regarding crisis fatigue during the COVID-19 pandemic, our findings have important implications for
the design and calibration of epidemic models that leverage GST. The presence of decoupling
between public interest and COVID-19 morbidity-mortality suggests that the information value of
GST may vary over time and space, and thus, caution is warranted when leveraging this data source
for epidemic models of COVID-19.
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Infectious Disease

Vaccine Distribution through Augmented Companion Programs May Improve Infectious
Disease Outcomes Marie-Laure Charpignon* Marie-Laure Charpignon Shagun Gupta April Chen
Bryan Wilder Andrew Perrault Maimuna Shahnaz Majumder

The COVID-19 pandemic demonstrated that mRNA-based therapeutics targeting specific variants
have the potential to fight emerging strains during future epidemics; however, there still remain
challenges with uptake, availability, and cost. To combat these issues, the state of Massachusetts
implemented an augmented companion vaccination program during the COVID-19 pandemic,
whereby people aged 75 or over and their household members were vaccinated first. Building upon
this successful precedent, we quantify the impact of companion-like vaccine allocation mechanisms
prioritizing seniors sharing a home with younger generations on projected infections and deaths.
Specifically, we implement an agent-based model (ABM) incorporating household structure, using a
synthetic population defined by state-specific micro-census data and temporal social distancing
scores derived from GPS data and provided by Unacast. This procedure yields posterior distributions
for four epidemiological parameters (e.g., the probability of infection given contact and age-specific
mortality and infectiousness multipliers), as well as three mobility-related adjustment factors. In
simulations based on Massachusetts and Texas, two states with distinct population structures and
epidemic trajectories, the proposed vaccination program outperformed randomization and age-based
prioritization, reducing infections by up to 4% and deaths by up to 7%. We are currently adapting
our population sampling procedure to demographic structures in India and Bangladesh to assess the
generalizability of our approach, particularly in low- and middle-income countries where
multigenerational living arrangements are common. This intervention strategy could be invaluable in
scenarios where household contacts pose the greatest risk of transmission (e.g., viral respiratory
infections) or where social ties can influence individual decision-making (e.g., Paxlovid hesitancy).
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Persistent low job control and subsequent major depression over time: A prospective
cohort study using the Australian Longitudinal Study on Male Health Yamna Taouk* Yamna
Taouk Tania King Zoe Aitken Anthony LaMontagne

Workers’ perception of control over work is a key construct in the relationship between the
psychosocial work environment and health. While exposure to low job control has been prospectively
linked to poor mental health including depression and anxiety, there is scant extant research
examining whether persistent exposure to low job control over time has an even greater negative
impact on mental health. Data from 4,762 men aged 18-55 years in the Australian Longitudinal
Study on Male Health was used to explore the association between persistent low job control over
time and subsequent major mental health problems. Persistent low job control measure was based
on consecutive low job control exposure indication over two waves of data (waves 1 & 2). A
dichotomous measure of major depression was derived from the Patient Health Questionnaire-9 in
wave 3. The association between persistent low job control and subsequent major depression was
assessed using logistic regression models. Controlling for sociodemographic, health and major
depression at baseline, persistent exposure to low job control was significantly associated with
subsequent major depression (OR 1.78, 95% CI 1.27, 2.48). The inclusion of a term representing the
interaction between persistent low job control and baseline major depression did not improve overall
model fit (p= 0.65), suggesting the effect of persistent low job control on major depression was not
differential for people with and without baseline depression. Additional analysis examining men
exposed to persistent low job control versus those persistent high job control and subsequent major
depression did not change results (OR 1.70, 95% CI 1.17, 2.49). This study addresses reverse
causation and confounding strengthening the evidence regarding the causal relationship between
psychosocial working conditions and mental health, underlining the important role that repeated
exposure to low job control contributes to the development of major depression.
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Associations between pandemic-related policies and disordered eating risk across five
countries Amanda Raffoul* Amanda Raffoul Ariel L. Beccia Sharon I. Kirkpatrick David Hammond
S. Bryn Austin

Disordered eating affects adults globally and worsens mental and physical health. Increased
prevalence of disordered eating during the COVID-19 pandemic may be partially attributable to stay-
at-home orders that disproportionately impacted at-risk individuals, including women and those in
low-income households. We explored relationships between stringency of pandemic policies and
disordered eating across 5 countries. Data were drawn from a cross-sectional online survey of adults
(Nov/Dec 2020) in Australia, Canada, Mexico, UK, and US (n=21753). Disordered eating indicators
included binge eating, self-induced vomiting, and thinness preoccupation. The
exposure-"“stringency”, a composite measure of governments’ “lockdown style” policies from Jan 31-
Oct 31, 2020-was operationalized as 1) average stringency and 2) cumulative stringency, the
number of days stringency was >70 out of 100. Both scores were standardized, with higher values
indicating stricter lockdowns. We fit 3-level logistic models, with individuals nested within regions
nested within countries, for each indicator across all countries and within countries with regional-
level data (Australia, Canada, US), adjusting for gender, age, race/ethnicity, income, and education.
The current prevalence of disordered eating varied across countries, ranging from 18-44% for binge
eating, 5-14% for self-induced vomiting, and 18-24% for thinness preoccupation. Across countries,
average and cumulative stringency were associated with significantly elevated odds of binge eating
(OR=1.29, CI 1.07-1.56; OR=1.31, CI 1.12-1.54) and cumulative stringency was associated with
lower odds of vomiting (OR=0.58, CI 0.48-0.71). Within countries, there were no significant
associations between regional stringency and disordered eating. The findings suggest differences in
disordered eating between countries; however, the extent to which these differences were
associated with pandemic-related policies remains unclear and warrants future study.
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Can data-driven methods identify unique patterns of mental health service use using
healthcare administrative data in Ontario, Canada? Christa Orchard* Christa Orchard
Elizabeth Lin Laura Rosella Paul Kurdyak Jessica Gronsbell Peter Smith

Background: The universal publicly funded Ontario Health Insurance Plan covers the cost of mental
health services including inpatient hospital services, emergency care, and care provided by
physicians, including psychiatrists. While much of our current understanding of how the mental
health system is functioning relies on system-level indicators (e.g. hospital re-admission rates),
advancements in data science and computer processing power provide opportunities to parse
through large amounts of complex healthcare administrative data to find meaningful patterns of
service use at the population level. The goal of this research is to use a data-driven approach to
identify and characterise distinct 12-month patterns of mental health service use.

Methods: Mental health and addictions related episodes of care were identified in the
administrative data holdings using existing algorithms. Among adults who accessed mental health
services in Ontario in 2012, days spent as an inpatient, and count of family physician visits,
psychiatrist visits, other specialist visits and emergency care visits were computed for the 12-month
period after their index visit. Three unsupervised machine learning algorithms were used to identify
clusters in this data; the solution that produced the highest internal cluster validity, robustness and
clinical utility was selected.

Results: The dataset included 538,597 eligible individuals who accessed mental health or addictions
related care in 2012, and a total of 1,569,247 mental healthcare episodes. The Clustering Large
Applications algorithm with Bray-Curtis distance produced the solution with the best internal
validity and utility, identifying 6 mental health service use patterns with distinct combinations of
types of care and intensity of use (see figure).

Conclusions: This research demonstrated how using a multivariate data-driven clustering method
can build upon our current understanding of how patients access mental healthcare in Ontario.
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A cross-sectional analysis of migraine and post-traumatic stress disorder in Nurses’ Health
Study II Holly Crowe* Holly Crowe Laura Sampson Janet Rich-Edwards Kathryn Rexode Karestan
Koenen

Nearly one in five women experience migraine, the highest cause of disability worldwide. Both post-
traumatic stress disorder (PTSD) and migraine are two to three times more prevalent in women than
men, and individuals with comorbid PTSD often experience greater migraine frequency and
disability. Hormonal factors, inflammation due to stress, and nervous system hyperexcitability may
partially explain this co-occurrence, but the exact mechanism is unknown. We examined the
association between physician-diagnosed (ever) or recent (past two years) migraine status and
lifetime PTSD using an analysis of women who responded to prior migraine questions and
participated in a trauma substudy within the Nurses’ Health Study II cohort (n=33,327). Participants
reporting a physician-diagnosis of migraine on questionnaires in 1989, 1993, or 1995, or any
migraine attacks in the past two years on questionnaires in 2009 or 2013 were considered
migraineurs. We assessed lifetime PTSD on a separate 2018 questionnaire using a modified PTSD
Checklist for the Diagnostic and Statistical Manual, Version 5. We used logistic regression to
compute prevalence odds ratios (PORs) and 95% CIs, adjusting for demographic, lifestyle, and
medical factors associated with migraine and PTSD. The overall prevalence of lifetime PTSD in this
cohort was 8.6% and migraine prevalence was 36%. Migraineurs were 39% more likely to have
lifetime PTSD than non-migraineurs (POR= 1.39, 95% CI: 1.27-1.53). The prevalence of PTSD was
further elevated among individuals with migraine with aura (POR=1.75 95% CI: 1.54-1.97) and
individuals who reported daily migraines (POR= 1.56, 95% CI: 0.74-3.28), compared to people
without migraines. Our results indicate an association between migraine and PTSD that is more
evident among individuals with migraine with aura.
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Factors Associated with Utilization of In-school and Outside Therapy Services Gisselle Soto
Rivas* Gisselle Soto Rivas

Mental health problems have increased substantially in recent years among adolescents. Supportive
services, such as in-school counseling and out of school therapy, are critical to improving youth
mental health, but are often underutilized. However, it is unknown whether certain populations are
more likely to access mental health services.

Data were from 2,933 adolescents (aged 13-15 years) enrolled in a California cohort. At baseline
(Fall 2021), participants reported sociodemographic factors, frequency of substance use, and mental
health symptoms (depression, anxiety, OCD, social phobia, separation anxiety, and panic disorder).
Data on use of in-school and outside therapy services were collected at follow-up (Spring 2022).
Adjusted logistic regression models evaluated associations of demographics, substance use, and
mental health with use of supportive services.

At follow-up, 16.0% of students reported in-school counseling, and 7.7% reported out of school
therapy. Students with any mental health condition, or who reported current use of alcohol or e-
cigarettes (but not cannabis) had greater odds of reporting seeing a therapist in or out of school
(ORs:1.17-1.94, ps<0.05). Asian youth had the lowest prevalence of out of school therapy
attendance. Female, and sexual and gender minority youth generally had higher odds of therapy
utilization. Students whose parents had a high school education or less (vs. those with an advanced
degree) had lower odds of seeing a therapist outside of school; lower odds of seeing a therapist in
school were observed for those who report speaking a language other than English at home.

While some students who need mental health services are receiving them, there are disparities
based on parental education and language spoken at home. Findings indicate a need for
interventions to increase access to mental health services inside and outside of school, particularly
for youth from lower-income and non-English speaking households.
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Does type and timing of ambient air pollutant (PM2.5, NO2) exposure influence cognitive
function and decline? A novel co-pollutant examination using sequence analysis Kristina
Dang* Kristina Van Dang Maria Glymour Jennifer Weuve Mary Haan Kevin Lane Michael Brauer
Isabel Allen Anusha Vable

Historic patterns of longitudinal changes in air pollution exposure may be relevant to cognitive risk
in older adulthood. We characterized 10-year trajectories of PM, ;and NO, exposure using sequence
analysis and evaluated their association with cognition in a US-representative sample.

The National Health and Aging Trends Study (NHATS) is a representative sample of 8,245 Medicare
beneficiaries ages 65 or older at baseline in 2011, with annual cognitive assessments. We obtained
annual PM, ; and NO, (trichotomized at 2010 25" and 75" percentiles [PM,;: 7.9 g/m®, 10.8g/m’; NO,:
4.8 ppb,10.8 ppb]) from 2000-2010 at each participant’s residential census tract. We characterized
PM, . and NO, air pollution trajectory similarity using sequence analysis and hierarchical clustering
to group similar air pollution trajectories. Each participant’s episodic memory score each year was
the mean of their immediate and delayed word recall scores, standardized to NHATS 2011 scores.
We used linear mixed models to estimate the association of air pollution trajectory with memory,
adjusted for age, gender, education, race/ethnicity, smoking status, neighborhood SES, and census
division.

We clustered the 1,208 unique 10-year air pollution trajectories into 7 exposure groups based on
similarity. In general, participants occupying the higher exposure clusters had lower memory scores
(e.g. high NO, and PM, ; until 2008, followed by medium level exposure by 2010 = -0.19; 95%CI:
-0.29, -0.09).

Through this novel application of sequence analysis, we identified 7 distinct air pollution
trajectories. A participants’ historic pattern of air pollution exposure differentially predicted memory
level such that, despite more recent lower exposures, higher exposures in the more distant past
were associated with the greatest memory deficit. Our findings provide further support that use of
more expansive air pollution exposure histories may offer more comprehensive discovery of air
pollution’s adverse cognitive effects in older adulthood.
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Outdoor residential air pollution and DNA methylation-based metrics of biological age
among Black and White women in the US Sarah H. Koenigsberg* Sarah Koenigsberg Che-Jung
Chang Jennifer Ish Jacob K. Kresovich Zongli Xu Kaitlyn G. Lawrence Joel D. Kaufman Dale P.
Sandler Jack A. Taylor Alexandra J. White

Background. DNA methylation (DNAm)-based metrics of biological age may reflect early biological
changes linking air pollution to aging-related outcomes. However, there are few studies of air
pollution and epigenetic age acceleration in diverse populations.

Methods. In a sample of self-classified Black (n=633) and non-Hispanic White (NHW; n=3,495)
women from the Sister Study residing in the contiguous US, we estimated annual average outdoor
residential exposure to nitrogen dioxide (NO,, 2006), particulate matter <10 pm (PM,,, 2000) and
<2.5 pm in diameter (PM,;, 2006) using validated models. Blood DNAm was measured at enrollment
(2003-2009) with the Illumina HumanMethylation450 or MethylationEPIC array. DNAm age
acceleration was measured by GrimAgeAccel and PhenoAgeAccel, and DNAm aging rate was
measured by DunedinPACE. We used multivariable linear models, adjusted for DNAm array and
other confounders, with sampling weights to estimate cross-sectional associations between air
pollutants and the three biological age metrics.

Results. Black participants had higher average exposure to all pollutants than NHW participants
(e.g., mean NO, Black: 10.8 ppb vs NHW: 8.0 ppb). We observed negligible associations between air
pollutants and biological aging among NHW participants. Among Black participants, we observed
positive associations with GrimAgeAccel for an interquartile range increase in PM,, (=0.41, 95% CI:
0.08-0.75), and both PM,, and NO, when comparing the highest to the lowest quartile (PM,,: =1.04,
95% CI: 0.11-1.98; NO,: p=0.96, 95% CI 0.04-1.89). A monotonic dose-response relationship was
also observed between NO, and DunedinPACE (NO,: Q4 vs Q1: p=0.029, 95% CI: 0.004-0.055; p-for-
trend=0.05) among Black participants.

Conclusion. Our findings provide some evidence that air pollution is associated with faster
biological aging in a sample of Black, but not NHW, women living in the US, supporting the
importance of reducing harmful exposures in this population.
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Figure 1. Effect estimates and 95% Cls for the association between air pollutants and
epigenetic aging, by race and ethnicity. Abbreviations: Cl=confidence interval, IQR=interquartile
range, Q1-4=quartile 1-4, NO,=nitrogen dioxide, PM, s=particulate matter < 2.5 ym, PM,,=
particulate matter < 10 pm.
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Machine learning assisted discovery of synergistic interactions between environmental
pesticides, phthalates, phenols, and trace elements in child neurodevelopmental outcome
Vishal Midya* Vishal Midya Cecilia Sara Alcala Elza Rechtman Irva Hertz-Picciotto Chris Gennings
Maria Rosa Damaskini Valvi

Background: Literature suggests higher developmental exposure to individual or mixtures of
endocrine-disrupting chemicals is associated with autism spectrum disorder (ASD). However, the
effect of interaction among these environmental chemicals is understudied since most methods: (1)
estimate statistical interactions that don’t usually coincide with biological interactions; (2) ignore
the interaction thresholds beyond which synergism or antagonism might arise; and finally, (3)
cannot efficiently search for high-order interactions as chemical exposures increase. We aim to
discover multi-ordered synergistic interactions between environmental chemicals that (1) are
present only in a proportion of the sample whose chemical concentrations are higher than certain
thresholds and (2) are associated with higher odds of ASD even after considering the effects of
chemical mixtures.

Methods: We used a combination of Weighted Quantile Sum (WQS) regression and a machine-
learning tool called signed iterative random forest(SiRF). In a cross-sectional dataset from the
Childhood Autism Risks from Genetics and Environment study, we evaluated multi-ordered
synergistic interactions among 62 chemicals measured in the urine samples of 479 children (30
phenols and parabens, 20 phthalates, 6 pesticides, and 6 trace elements) in association with
increased odds for ASD.

Results: WQS-SiRF discovered two synergistic two-ordered interactions: (1) trace element cadmium
and alkyl-phosphate pesticide - diethyl-phosphate(DEP), and (2) 2,4,6-trichlorophenol(TCP-246) and
DEP. Among the children with urinary concentration of cadmium and DEP over the 75" percentile,
the cadmium/DEP interaction was associated with increased odds of ASD, even after controlling for
the WQS-mixture effect and covariates.

Conclusion: Using the inferential power of WQS and predictive accuracy of machine learning,
WQS-SIRF algorithm discovered biologically meaningful interactions among urinary biomarkers
associated with ASD.
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The Effects of Metal Mixture in the Associations Between Socioeconomic Status and Blood
Pressure among Rural Bangladeshi Adults: A Four-way Decomposition Approach Juwel
Rana* Juwel Rana Syed E Haque Habibul Ahsan Jay S. Kaufman

BACKGROUND AND AIM: The socioeconomic differentials in blood pressure (BP) outcomes are
well established but the mechanism of these differences remains unclear, particularly in the context
of low and middle-income countries (LMICs). We, therefore, examined and quantified the role of the
heavy metal mixture in the associations of socioeconomic status and BP outcomes in rural
Bangladeshi adults.

METHODS: Our study included 5923 rural Bangladeshi adults prospectively followed for six years
in the Bangladesh vitamin E and selenium Trial (BEST). Blood pressure was measured at baseline
and during three biennial follow-up examinations. Blood concentrations of lead (BPb), arsenic (BAs),
selenium (BSe), and urinary concentration of arsenic (UAs), including SEP (based on agricultural
land ownership), years of education, and potential confounders were measured at baseline. A
parametric g-formula-based four-way decomposition approach was applied with metal mixture as a
mediator to decompose the total effects (TE) of SEP and education into four components: controlled
direct effect (CDE), randomized analogue of reference interaction (rINTRef), randomized analogue
of mediated interaction (rINTMed), randomized analogue of pure natural indirect effect (rPNIE).

RESULTS: Participants with higher SEP and education were less likely to be exposed to metal
mixtures than their counterparts. With metal mixture as a mediator, there were both pure mediation
and interaction effects of SEP and education on systolic blood pressure (SBP), diastolic blood
pressure, pulse pressure, and mean arterial pressure. For example, the TE indicates that higher
education at baseline increased SBP by 3.5 mmHg (95% CI: 2.2, 4.8) after six years of follow-up. The
rINTRef was 1.2 mmHg (95% CI: -1.0, 3.3), and rPNIE reveals that education can reduce SBP by -0.4
mmHg (95% CI: -0.6, -0.3) at six years via intervening on metal mixture (per decile increase) only.
However, higher SEP reduced SBP by -0.6 mmHg (95% CI: -1.5, 0.5) SBP, and 41% of this TE was
attributable to the metal mixture only.

CONCLUSIONS: Our study suggests socioeconomic differentials in BP outcomes may be explained
by inequalities in metal mixture exposure in rural Bangladesh.
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A unified framework for assessing interaction effects among environmental exposures in
epidemiologic studies: a case study on temperature, air pollution, and kidney-related
conditions in New York State Lingzhi Chu* Lingzhi Chu Kai Chen Zhuoran Yang Susan Crowley
Robert Dubrow

Background: Co-exposure to multiple non-optimal environmental conditions is ubiquitous, making
evaluation of the interaction effects among exposures essential. However, there are various methods
to evaluate interaction effects, making it complex to synthesize existing findings; and quantification
of the magnitude of interaction (e.g., multiplicative interaction defined as the ratio of the joint
relative risk over the product of the two independent relative risks) and its uncertainty is rarely
performed. This study aimed to develop a unified and quantitative framework for assessing
interaction effects.

Methods: We introduced a flexible product term among environmental exposures to models with a
loglinear relative risk function. We derived general closed-form expressions for marginal
associations, joint associations, multiplicative interaction effects, and their uncertainties. We
conducted a case study on interaction effects between temperature and air pollution (i.e., PM,;, NO,,
and O,) on morbidity risk for kidney-related conditions in New York State.

Results: We designed a symmetric bi-directional case-crossover study with conditional logistic
regression using the moving averages at lag 0-5 days for air pollution (linear) and daytime mean
outdoor wet-bulb globe temperature (WBGT; natural cubic spline). We found a significant
multiplicative interaction effect (IE) between outdoor WBGT at the 99" percentile (median as the
reference) and 1) PM, . (per 5 pg/m3 increase; IE = 1.052; 95% confidence interval [CI]: 1.019,
1.087) for acute kidney failure and 2) O, (per 5 ppb increase; IE = 1.022; 95% CI: 1.008, 1.036) for
urolithiasis. There were no IEs for other pollutants and outcomes.

Discussion: Our framework unifies different functional forms of exposure variables in the
interaction and harmonizes the two-way evaluation. The case study underscores co-consideration of
heat and air quality when estimating health burden and designing heat/pollution alert systems.
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Figure 1. Multiplicative interaction effects associated with different combinations of daytime mean outdoor wet-bulb globe temperature (WBGT) and air pollution levels for PM; 5, NO,,
and O; at lag 0-5 days. respectively. from three-pollutant models with an interaction term using natural cubic splines for daytime mean outdoor WBGT and linear functions for air
pollutants, with the median pollution level (the solid horizontal gray line) and the median temperature (the solid vertical gray line) as the reference. inrelation to risk for acute kidney
failure (1=206.618), urolithiasis (n=519.297), glomerular diseases (n=4.023). renal tubulo-interstitial discases (n=176.359), chronic kidney discase (u=18.748), dysnatremia (1=67,568),
and volume depletion (n=217.321). All models were adjusted for daily mean dew point temperature, wind speed. and solar radiation. The two dashed vertical or horizontal lines
represent the 1% and the 99 percentiles of temperature or air pollution distributions. respectively. Yellow contours for the p-value indicate the Bonferroni-corrected p-value level [i.e..
0.05/(3 pollutants » 7 diseases) = 0,002].
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Prenatal exposure to toxic air contaminants and risk of cerebral palsy Haoran, Zhuo* Haoran
Zhuo Zeyan, Liew

Cerebral palsy (CP) is the most common neuromotor disorder that permanently affects children’s
physical mobility, while the etiology remains unexplained. Increasing evidence suggests that in-utero
exposure to toxic air contaminants (TACs) affects fetal neurodevelopment, we conducted a California
statewide study to investigate whether prenatal exposure to TACs is associated with CP in
childhood. We analyzed a case-cohort study sample of live births in California (2005-2015) with
geocoded maternal residential address within the 5-mile buffer around TACs monitors. We identified
799 CP cases using the California Department of Developmental Services records and randomly
selected 20% birth records as the controls (N=147,820). We selected 33 TACs (22 volatile organic
compounds (VOCs) and 11 metals) with potential developmental and neurological toxicity as our
primary focus. The association between pregnancy- and trimester-averaged exposures to individual
TAC and CP were estimated using logistic regression. We also utilized the quantile-based g-
computation method to estimate the joint effect of VOC mixtures or metals on CP. Potential
confounders include maternal sociodemographic characteristics. Per interquartile-range increase of
maternal pregnancy level to 8 VOCs (acetaldehyde, acetone, benzene, methyl ethyl ketone,
perchloroethylene, styrene, toluene, trichloroethylene) and 6 metals (antimony, iron, lead,
manganese, nickel, vanadium) were associated with 7-20% higher odds for CP in the offspring (e.g.,
acetone: OR=1.19, 95% CI: 1.09-1.30, antimony: OR=1.20, 95% CI: 1.01-1.25). Trimester-specific
exposures suggest elevated odds in the first and second trimesters. The estimated joint effects for
exposure to VOCs mixtures were 1.20 (95% CI: 1.10-1.32) and metals were 1.32 (95% CI:1.14-1.51).
This is the first study suggests prenatal exposures to ambient TACs, specifically VOCs and metals
from urban traffic and industry emissions, may increase the risk for CP in children.
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Trajectories of lifetime cardiovascular risk predict pregnancy outcomes: The Bogalusa
Heart Study and the Cardiovascular Risk in Young Finns Study Nicole Cohen* Emily Harville
Juuso Hakala Suvi Rovio Kathja Pahkala Olli Raitakai Terho Lehtimaki

Background: Life course patterns of change in risk - trajectories - affect health.

Objective: To examine how trajectories of cardiovascular risk factors are associated with pregnancy
and birth outcomes

Methods: Data from two cohort studies participating in the International Childhood Cardiovascular
Consortium - The Bogalusa Heart Study (BHS) and the Cardiovascular Risk in Young Finns Study
(YFS) were used. Both followed children into adulthood and measured cardiovascular risk factors,
including body mass index (BMI), systolic and diastolic blood pressure (SBP/DBP), serum
triglycerides, total-, LDL- and HDL-cholesterol. Latent class analysis was used to divide each cohort
into distinct trajectories according to these risk factors from childhood to early adulthood and these
groups were then used to predict pregnancy outcomes including low birthweight (LBW; <2500 g),
preterm birth (PTB; <37 weeks’ gestation), hypertensive disorders of pregnancy (HDP), and
gestational diabetes mellitus (GDM).

Results: BMI, SBP, and HDL-cholesterol for YFS fell into more latent classes than for BHS, for
which 3 classes generally seemed to be sufficient to represent the groups in the population across
risk factors. In both cohorts, steeper increases in BMI were also associated with HDP and GDM. The
steepest trajectory of SBP was also associated with LBW and PTB.

Discussion: Life course trajectories of cardiovascular risk, particularly those that represent more
rapid worsening of cardiovascular health, are associated with higher risk of pregnancy
complications.
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Postpartum hemorrhage and long-term maternal mortality Holly Elser* Holly Elser Sunni L.
Mumford Katherine L. Grantz Anna Z. Pollack Pauline Mendola Jim L. Mills Edwina Yeung Cuilin
Zhang Enrique F. Schisterman Stefanie Hinkle

Background: Postpartum hemorrhage is among the leading causes of short-term maternal mortality
in the United States; whether it is associated with long-term mortality risk is unclear.

Methods: The Collaborative Perinatal Project (CPP) Mortality Linkage Study linked maternal
participants in the CPP, a prospective pregnancy cohort (1959-1965) to the National Death Index
and Social Security Death Master File for vital status through 2016. Postpartum hemorrhage was
defined by obstetric records. Women who died during their hospital admission were excluded from
this analysis (N=8). We used Cox proportional hazards regression to examine associations between
postpartum hemorrhage and long-term all-cause mortality adjusting for parity, pregnancy
complications, prior chronic conditions, smoking, race/ethnicity, education, income, marital status,
and study site. Because maternal mortality risk associated with postpartum hemorrhage varies
across demographic subgroups, we conducted secondary analyses by race/ethnicity, education, and
income.

Results: Of the 43,228 women included in our analysis, 45.4% were White, 46.1% were Black, and
7.5% were Puerto Rican. The majority (79.5%) completed at least some high school. There were
1,521 with postpartum hemorrhage (3.5%) and 17,025 (39.3%) who died by 2016. Post-partum
hemorrhage was associated with increased all-cause mortality risk in crude models (HR=1.14,
95%CI:1.05,1.23) but not in fully adjusted models (HR=1.03, 95%CI:0.95,1.12). Although hazard
ratios varied somewhat across subgroups, there was little evidence of heterogeneity (Figure).

Conclusions: While postpartum hemorrhage is associated with increased mortality risk in the
postpartum period, these findings are generally reassuring that it is not associated with long-term
mortality.
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Figure. Post-partum hemorrhage and all-cause mortality risk overall and by population
subgroup. We used Cox proportional hazards regression to examine associations between

postpartum hemorrhage and long-term all-cause mortality adjusting for parity, pregnancy
complications, prior chronic conditions, smoking, race/ethnicity, education, income, marital

status, and study site. Because maternal mortality risk associated with postpartum hemorrhage
may vary across demographic subgroups, we conducted secondary analyses by race/ethnicity,
education, and income.
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No increased risk of cardiovascular death after preeclampsia in over 40% of women: a
population based cohort study Sage Wyatt* Sage Wyatt Liv Grimsvedt-Kvalvik Kari Klungsgyr
Truls Ostbye Aditi Singh Rolv Skjeerven

Introduction: Preeclampsia (PE) most commonly appears only in the first pregnancy among
women. Previous literature estimated cardiovascular disease mortality risk to be doubled after PE.
But this estimate is biased by including high risk groups, such as one-child mothers and recurrent
PE.

Aim: To estimate the risk of cardiovascular death in women with PE by parity, preterm delivery and
stillbirth

Methods: Using data from the Medical Birth Registry of Norway, the Norwegian Cause of Death
Registry, and the Norwegian Population Registry, we identified 891,076 mothers with first
pregnancies registered between 1967-2013. Our primary outcome was mothers’ cardiovascular
death between age 40 - 69, defined as death caused by ischemic heart disease, cerebrovascular
disease, or peripheral arterial disease. The reference group was women with no preeclamptic
pregnancies. Our exposure was PE in the first pregnancy among women who had no PE in later
pregnancies by considering interactions with preterm and stillbirth. The association between the
exposure and outcome was estimated by Cox proportional hazard model, adjusted for education,
mother’s age at first birth, year of birth and marital status.

Results: 5.2% of mothers (891,076) had term PE in their first pregnancy and 1.0% of mothers had
preterm PE in their first pregnancy. 44% of mothers (30,665) with PE only had PE in the first
pregnancy and no PE in later pregnancies. Among mothers with two pregnancies, mothers with a
first term preeclamptic pregnancy and no PE in their second pregnancy did not exhibit an elevated
risk of cardiovascular death (HR 1.0, 95%CI 0.8-1.3). The same trend was observed in mothers with
3 children after excluding mothers with stillbirths (HR 1.1, 95%CI 0.8 - 1.6).

Conclusion: Multiparous women with term PE only in the first pregnancy and no preeclamptic
pregnancies later have no increased risk of death from cardiovascular causes.
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History of Infertility and Risk of Endometrial Cancer in the Women’s Health Initiative Holly
Harris* Holly Harris Kimberly Lind Cynthia Thompson Nazmus Saquib Aladdin Shadyab Peter
Schnatz Rogelio Robles-Morales Lihong Qi Howard Strickler Denise Roe Leslie Farland

Several studies have suggested a relationship between infertility and endometrial cancer. Most
studies have evaluated this relationship in premenopausal women, yet the mean age of endometrial
cancer is 60 years old, after the age of menopause for most women. Further, obesity is a strong risk
factor for endometrial cancer, but few studies have adequately controlled for it when examining the
association with infertility. Our objective was to examine the association between history of
infertility and risk of postmenopausal endometrial cancer within the Women’s Health Initiative
(n=86,216) after controlling for covariates, including body mass index (BMI). Infertility was self-
reported, “Have you ever tried to become pregnant for more than one year without becoming
pregnant.” Cox proportional hazards models were used to calculate the hazard ratios (HRs) of
incident endometrial cancer comparing participants who indicated they experienced infertility to
parous participants without a history of infertility. Approximately 16% of participants reported a
history of infertility. No statistically significant association was observed between infertility and risk
of endometrial cancer overall (HR=1.11; 95% CI=0.98-1.26). While point estimates suggested an
increase in risk of endometrial cancer among women with higher BMI (BMI 30+ HR=1.19; 95%
CI=0.98-1.44; BMI of 25-29.9 HR=1.12; 95% CI=0.89-1.41), none of the associations were
statistically significant. Our findings highlight, as observed in previous studies, that risk factors for
endometrial cancer may vary by body mass index.
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Longitudinal metabolomic changes during pregnancy and ischemic placental diseases
(IPD) Tahmineh Romero* Tahmineh Romero Beate Ritz Sherin Devaskar Carla Janzen Kimberly Paul
Qi Meng Doug Walker Irish Del Rosario

In recent years many publications are devoted to understanding and describing the metabolomic
changes during pregnancy. Metabolomics are the intermediate or the product of cellular
biochemistry that provide an invaluable window into understanding the maternal-fetal interface. The
placenta is the primary site of maternal-fetal exchange, responsible for ensuring a healthy
pregnancy. We studied the association between ischemic placental disease (IPD) and temporal
changes observed in 94 known metabolites. IPD refers to preeclampsia, preterm birth, and intra-
uterine growth restriction.

PARENTS cohort, a prospective study, recruited women early in their pregnancy from antenatal
clinics at the University of California Los Angeles from 2016 to 2019. The serum samples were
processed using a high-resolution metabolomics (HRM) platform employing high-resolution MS and
advanced data extraction algorithm to measure up to 20,000 chemicals in biological samples (at
Emory). We have followed the pipeline of untargeted metabolomics study; however, we restricted
these analyses to the 94 in-house named metabolites. After excluding subjects with diabetes (n=1)
and hypertension (n=16), longitudinal serum samples were available for 131 healthy pregnant
women with live births. Forty-three, 173 and 111 samples were collected during first, second and
third trimesters of pregnancy, respectively. Thirty-three women (25%) experienced IPD. We
performed linear regression models, modeling metabolites as response variables and adjusting for
gestational age (GA), IPD, pre-pregnancy BMI, fetal sex, mother’s age and race as independent
covariates. Eight metabolites were significantly associated with IPD, of which 4 remained
statistically significant after adjusting for false discovery rate (FDR). Further investigation of these
particular metabolites revealed the largest difference seen with IPD (yes/no) was during the first and
second trimesters of pregnancy (GA<26 weeks) (figure 1).

We suggest that further untargeted metabolomic approaches in this racially diverse and rich dataset
would help unravel a better understanding of the pathophysiology of IPD, thereby extending this
knowledge in crafting modalities of care for mother and child.

Figure 1. distribution of phenylpyruvic acid and glutamic acid stratified by IPD (yes/no) over the
three trimesters of pregnancy. Adjusted p-value 0.018 and 0.049, respectively.

This work was supported by the NIH-U01 HD087221 and the NIEHS CHEAR program
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Figure 1. distribution of phenylpyruvic acid and glutamic acid stratified by IPD (yes/no) over trimester of
pregnancy. Adjusted p-value 0.018 and 0.049, respectively.
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Exposure to PM2.5 during pre-conception, pregnancy, and 1-year after parturition in
relation to later cardiometabolic alterations in Mexican women Sandra India Aldana* Sandra
India Aldana Nicolo Foppa Pedretti Damaskini Valvi Allan C. Just Ivan Gutiérrez-Avila Martha Maria
Téllez Rojo Maricruz Tolentino Ivan Pantic Andrea Baccarelli Robert O. Wright Elena Colicino

Background/Aim

Pregnancy is a critical window for long-term programming of the effects of airborne particulate
matter <2.5um (PM, ;) exposure. However, very little is known about the long-term effects for the
mothers. This study aims to assess the association of potential critical windows of PM, ; exposure
during and around pregnancy with later-life differences in markers for cardiometabolic health.

Methods

The study population included ~300 pregnant women (mean age *standard deviation (SD): 29 +5.6
years) in the Programming Research in Obesity, Growth, Environment and Social Stressors
(PROGRESS) study, a prospective Mexican cohort with cardiometabolic outcomes measured at 48,
72, and 96 months after delivery. Monthly PM, . exposure was estimated at each participant’s
address using a validated satellite-based spatiotemporal model from 2 months prior to conception to
1-year after delivery. To examine potential critical windows of PM, ; exposure on cardiometabolic
endpoints (body mass index (BMI), cholesterol, triglycerides, glucose, glycated hemoglobin (HbAlc),
blood pressure, and waist circumference) at each follow-up visit, we used distributed lag models
(DLMs) controlling for age, pre-pregnancy BMI, socio-economic status, smoking during pregnancy,
marital status, parity, meteorological season, cardiometabolic medications, and alcohol intake.

Results

Women were exposed to an overall average (SD) PM, , concentration of 22.7 (1.4) pg/m® and had a
mean (SD) pre-pregnancy BMI of 26.7 (4.4) kg/mz. DLMs showed that potentially adverse effects of
PM, ; were higher due to mid-pregnancy exposure for most biomarkers at 48-72 months, including
total cholesterol, high-density lipoprotein, and BMI. However, PM, . effects peaked around
conception exposures for glucose at 48 months. We also observed that PM, ; exposure during the 2™
and 3™ trimesters of pregnancy and post-partum was associated with higher maternal BMI from 24
to 72 months after delivery.

Conclusion

In women of childbearing age, pregnancy may be a susceptible window to PM, ; exposure for altered
cardiometabolic health later in life.
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The impacts of the census tract socioeconomic status on colorectal and cervical cancer
screening Mimi Ton* Mimi Ton Andrea Burnett-Hartman Amy Hughes Christopher Li Christine
Neslund-Dudas Amanda Phipps Sandi Pruitt Jasmin Tiro Trang VoPham Doug Corley Sarah Knerr
Natalie Del Vecchio

BACKGROUND/AIMS

There is striking variation in colorectal cancer (CRC) and cervical cancer incidence globally, as well
as across the US. However, there has been limited research in the US on how specific differences in
features of the neighborhood environment, such as, transportation, land use, housing and/or
urbanicity, may influence screening uptake and thus impact CRC and cervical cancer outcomes.

METHODS

The Population-based Research to Optimize the Screening Process (PROSPR) consortium uses
electronic medical records and administrative databases to collect information on demographics,
health care utilization, health insurance, orders, test results, and pathology results. For each
patient’s residential census tracts, we determined neighborhood socioeconomic status (nSES) using
Yost scores (which incorporate information on poverty, education, home value, income, employment,
mortgage, and rent) and urbanicity using Rural-Urban Commuting Area (RUCA) codes (which
incorporate information on population density, urbanization, and daily commuting). Incident cancer
screening was defined using diagnostic tests or procedures. Multivariable Poisson regression was
used to calculate incidence rate ratios (IRRs) and 95% confidence intervals (CIs) for the association
between census tract-level nSES and urbanicity and incidence of CRC or cervical cancer screening,
adjusting for birth year, sex, and race and ethnicity.

RESULTS

There were n=7,260,630 and n=1,027,128 participants in the CRC and cervical cancer cohorts
included in this analysis, respectively. Yost score was associated with lower cervical (lowest quintile
vs. highest quintile, IRR: 1.77, 95% CI: 1.75, 1.77) and CRC screening (lowest quintile vs. highest
quintile, IRR: 0.68, 95% CI: 0.68, 0.69). RUCA was associated with cervical (isolated small rural
town vs. urban, IRR: 0.38, 95% CI: 0.37, 0.39) and CRC screening (isolated small rural town vs.
urban, IRR: 1.39, 95% CI: 1.38, 1.39).

CONCLUSION

Our results suggest that there may be an association of census tract-level nSES and rurality with
CRC and cervical cancer screening. It may suggest that policy makers and health systems look at
reducing barriers to screening that may be the result of low SES and rural living.
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Government housing assistance and cancer screening participation among adults with low-
income Jordan Baeker Bispo* Jordan Baeker Bispo Hyunjung Lee Zinzi Bailey Ahmedin Jemal
Farhad Islami

Adults with low income experience a disproportionate burden of preventable cancer morbidity and
mortality. Access to affordable housing may support cancer control by alleviating financial barriers
to preventive care. We used data from the 2019 and 2021 National Health Interview Survey to
examine relationships between cancer screening and receipt of government housing assistance (e.g.,
public housing and housing voucher programs) among low-income adults. Respondents were
classified as up-to-date or not with breast cancer (BC), cervical cancer (CVC) and colorectal cancer
(CRC) screening guidelines. We used multivariable logistic regression to model guideline-concordant
screening as a function of participation in any government housing assistance program, overall and
stratified by year, urban-rural status, and sex. Sensitivity analyses included defining alternative
poverty thresholds for study inclusion and propensity-score weighting of housing assistance
comparison groups. Analyses for BC, CVC and CRC screening included 2,265, 3,154 and 3,252
respondents, respectively, of whom 31%, 18% and 25% received housing assistance. Screening for
BC and CRC was higher among those who received housing assistance compared to those who did
not (60% vs. 51%, p<0.01 for BC; 57% vs. 44%, p<0.01 for CRC). In adjusted overall models,
receiving housing assistance was associated with increased odds of BC screening, but the effect was
not statistically significant (aOR=1.23, 95% CI=0.97-1.56). In stratified models, housing assistance
was associated with significantly higher odds of BC screening in urban settings (aOR=1.35, 95%
CI=1.06-1.72) but not rural (aOR=0.72, 95% CI=0.39-1.33). Housing assistance was not associated
with CVC or CRC screening. Sensitivity analyses afforded similar conclusions. Policies that address
housing affordability may reduce socioeconomic cancer disparities for women in urban areas. More
research on housing policy and cancer screening in rural areas is needed.
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Disparities in timely cervical cancer screening in women with disabilities, Behavioral Risk
Factor Surveillance System 2021 Franz Castro* Franz Castro

Introduction. There is a paucity of data on utilization of preventive health services in women with
disabilities. To better understand disparities impacting this population, we aimed to explore the
association between disability and timely utilization of cervical cancer screening services.

Methods. We analyzed cross-sectional data from the 2021 Behavioral Risk Factor Surveillance
System (BRFSS), a state-based system of telephone health surveys, including U.S. women between
25 and 65 years of age (n = 3.4 million, weighted). Disability was defined as reporting limitations in
any of the following domains: visual, hearing, cognitive, mobility, and independent living. Timely
cervical cancer screening was defined as having utilized this preventive service within the past five
years. We fitted a Poisson regression model with robust standard errors, adjusting by age,
race/ethnicity, educational attainment, income, region, healthcare coverage, and self-reported
general health status. Results were expressed as prevalence ratios (PR) and 95% confidence
intervals (CI).

Results. The adjusted model showed that women with disabilities had a lower prevalence of having a
timely cervical cancer screening as compared to those without disabilities (PR: 0.92, 95%CI: 0.87,
0.98, p: 0.01).

Conclusion. For women with disabilities, preventive health services constitute a means to social
inclusion and participation in society. Policy should address the issue of universal accessibility in
primary care facilities and the role of the social context as an additional barrier to cervical cancer
screening.
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Adherence to colorectal cancer screening protocols and incidence of colon cancer among
Medicaid beneficiaries with and without HIV, 2001-2015 Jacqueline Rudolph* Jacqueline
Rudolph Keri Calkins Bryan Lau Corinne Joshu

Cancer is an important comorbidity for people with HIV (PWH). Colon cancer incidence has been
increasing among PWH. Colorectal cancer screening via colonoscopy is an important tool for cancer
prevention. To assess whether the impact of colorectal cancer screening is similar among PWH and
those without HIV, we sought to estimate the difference in colon cancer incidence by HIV status,
controlling for differences in screening patterns. Our study sample included Medicaid beneficiaries,
enrolled 2001-2015 and aged 18-64 years. We excluded beneficiaries with a history of colon cancer
and those with dual enrollment in Medicare or private insurance. For computational efficiency, we
sampled 10% of the eligible beneficiaries without HIV, for a total sample of 4.5 million beneficiaries
(186,871 with HIV). Our exposures were HIV status at baseline and time-varying adherence to a
screening protocol requiring beneficiaries have no endoscopies below age 50 and at least 1 but no
more than 2 endoscopies by age 64. We estimated cumulative incidence of colon cancer from
baseline, with age as the time scale, accounting for death as a competing event and censoring
beneficiaries when they disenrolled from Medicaid or deviated from the screening protocol. We used
inverse probability weights to control for confounders of the HIV-cancer and screening-cancer
relationships and obtained 95% Cls using 500 bootstrap resamples. As shown in the Figure, PWH
had higher colon cancer incidence at most ages, but the curves crossed at age 62, resulting in RDs
at ages 35, 50, and 64 of 0.30% (95% CI: 0.09, 0.51), 0.55% (95% CI: 0.30, 0.80), and -0.12% (95%
CI: -0.54, 0.30). These findings suggest that PWH had higher incidence of colon cancer below age
50, despite these beneficiaries having no record of an endoscopy; further work needs to investigate
these cancers. Above age 50, colon cancer incidence among beneficiaries without HIV adhering to
the screening protocol surpassed those with HIV.
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Survival after cervical cancer diagnosis by immigrant and screening status: a
population-based retrospective cohort study in Ontario, Canada Geetanjali D Datta* Geetanjali
D Datta Hong Lu Alexander Kopp Smanatha Lee Marie-Helene Mayrand Rachel Aisha Lofters

Background: Despite improvement in screening and HPV vaccination, cervical cancer is the 4™
most frequent cancer among Canadian women aged 15 to 44 years. Immigrants in Ontario, Canada’s
most populous province, are known to have lower rates of cervical cancer screening, but potential
differences in survival are unknown. Methods: Multiple linked health-administrative databases were
used to create a census of Ontarians diagnosed with cervical cancer between April 1, 2012 and
March 31, 2017 (sampling size=4301), and we examined the association of immigration-related,
sociodemographic, and healthcare-related factors with 5-year survival. Cox proportional Hazards
models were stratified by age (<50, =50) and stage [early-stage (1and 2), late-stage (3 and 4)].
Multivariate models included age in years, neighborhood income quintile, number of Aggregated
Diagnosis Group (ADG) comorbidities, number of primary care visits prior to diagnosis, and
continuity of care. Results: Overall, 5-year mortality among immigrants was 21% and 28% among
non-immigrants. In adjusted models, among those younger than 50-years of age, immigrant status
was not associated with 5-year survival regardless of stage at diagnosis. However, among those 50
years and older, immigrant status was associated with an inverse relationship with mortality (e.g.
late stage: HR,,,=0.6, 95% CI=0.4-0.9). Never having been screened (e.g. HR,,,, <505::=3.2, 95%
CI=1.2-8.0) and screening at intervals longer than recommended (e.g. HR,,, <50,:=2.5, 95%
CI=1.5-4.2) were associated with increased mortality in both early- and late-stage patients across
ages. Additionally, increased comorbidities were associated with increased mortality among those
diagnosed with late-stage disease in both age groups. Conclusion: No immigrant-base inequalities
in survival were observed among women after adjusting for relevant covariates. However, sub-
optimal screening history and comorbidities were associated with increased mortality.
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Changes in Knowledge and Awareness for a Community-based Cancer Screening
Educational Program Shenghui Wu* Shenghui Wu Shenghui Wu PATRICIA CHALELA

Background: Cervical cancer (CC), colorectal cancer (CRC), and breast cancer (BC) are diseases
that can be prevented/detected through early test. Through educational programs, individuals can
become better informed about these cancers and understand the importance of screening and early
detection. A community-based educational program was developed to improve knowledge and
awareness toward the screening of the three cancer types in a South Texas underserved population.

Methods: Residents living in Laredo, Texas were invited to participate in the present education
program. From January 2020 to April 2021, participants were recruited using social media and flyer
distributions in general community. Participants received a free live web cancer education
presentation delivered by bilingual community health educators, and online pre- and post-education
surveys for CC, CRC, and BC separately. Pre-post changes in knowledge for individual items were
compared using McNemar’s chi-squared tests.

Results: Overall, participants demonstrated increases in CC (n=237), CRC (n=59), and BC (n=56)
screening knowledge and awareness after receiving the cancer screening education (Ps<0.05). After
receiving the cancer screening education, 85-97% of participants had an intent to talk to a
healthcare provider about CC/CRC/BC screening, 88-97% had an intent to get a CC/CRC/BC
screening test in the next 12 months or at the next routine appointment, and 90-97% had an intent
to talk about CC/CRC/BC with their family members or friends.

Conclusion: A community-based educational program can help increase knowledge and awareness
about cervical, colorectal, and breast cancer screening, promote positive changes in population’s
knowledge and awareness about the benefits of cancer screening.
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Table 1. Knowledge and awareness on cenvical cancer screening before and after screening education delivery
Presurvey Postsurvey P
N % N %

Risk factors of cervical cancer (yes vs. na)
Chances of developing cervical cancer are higher if there is a family history of cervical cancer 131 BOBS 140 8642 0.08

The human papillorma virus (HPV) is one of the major risk factors for cervical cancer 133 8526 148 84,87 0.003
Smoking 100 4219 165 69.62 <0.0004
Long term use of oral birth control pills B0 3376 125 52.74 <0.0001
A diet low in fruts and vegetables 62 2616 132 5570 <0.0001
Being overweight 75 3165 135 5696 <0.0004
Symptoms of cervical cancer (yes vs. no).
Persistent pelviclabdominal pain 122 7871 135 87.10 0.02
Unusual vaginal discharge that may contain blood 108 7248 111 74.50 0.61
Vaginal bleeding after going through menopause 94 5987 146 9289 <0.0004
Prevention of cervical cancer (yes vs no),
Using protection during sexual activity can help lower my chances of getting HPV a1 58.71 138 88.03 <0.0001
Having an HPY infection means you will get cervical cancer (no vs. yes), 52 4.1 52 4539 0.03
Cervical cancer can be prevented with regular screening 138 BO6E 185 8677 0.008

Early detection of cervical cancer
Cervical cancer screening is recommended only for women who have symptoms (no vs, yes), 135 8385 137 85.09 0.67

Should have a Pap test every 3 years at ages 21-29 (yes vs. no) 77 3240 86 36.29 0.20
The Pap test together with the HPY test should be performed every 5 years starting at age 30
(yes vs. no). 103 66.03 117 75.00 0.04
Table 2. Knowledge and awareness on colorectal cancer screening before and after screening education delvery
Presurvey Postsurvey P
N % N %o
Risk factors of colorectal cancer
Lack of physical activity 24 40868 29 4815 0.3
Heavy alcohol consumption 28 47 46 29 4815 0.84
Overweight/obesity 18 3220 28 4746  0.02
Low fiber and high-fat diet 16 2712 30 5085  0.004
Only people with family history of colon cancer will get the disease (no vs. yes) 30 293.75 k1] 96 88 1.00
A diet high in red meats and processed meats (lunch meat, hot dogs) increases chances of 31 86.88 A 96.68 1.00
developing colorectal cancer (yes vs. no)
People younger than 50 years don’t get colon cancer (no vs. yes) 3 96,68 n 06,68 1.00
Symptoms of colorectal cancer (yes vs. noj)
Having blood in the stool or dark stocls kb o888 30 9375 1.00
Having a decrease in appetite 27 B438 28 8750 1.00
Experiencing unintentional weight loss 27 84,38 28 &7.50 1.00
Even if | have no symptoms, | may still have colorectal cancer 28 290.63 29 980.63 1.00
Early detection of colorectal cancer (yes vs. no)
In general, a colonoscopy should be performed every 10 years starting at age S0 14 4375 28 67.50 0.006
A stool-based test (FIT/FOBT) checks your stool (poop) for blood 26 81.25 25 7813 0.75
It is ok to skip colorectal cancer screening if do not have any symptoms (no vs. yes) 25 78.13 30 8375 018
In general, a stool (poop) test (FIT or FOBT) should be done every year starting at age 50 16 50 26 §1.25  0.004

Table 3. Knowledge and awareness on breast cancer screening before and after screening education delivery

Presurvey  Postsurvey P
M % N %

Risk factors of breast cancer
Getting older is a risk factor for breast cancer (yes vs. no)
Smoking increases my risk of breast cancer (yes vs. na)
Drinking alcohol increases my risk of breast cancer (yes vs. no)
Breastfeeding may decrease my risk of breast cancer (yes vs. no)
Having my mother or a sister with breast cancer means | am more likely-get it (ves vs. no)
Married women are more likely-get breast cancer (no vs. yes)
Sym ptoms of breast cancer
A lump in the breast is always breast cancer (no vs. yes)
If @ lump does not hurt, it is not breast cancer (no vs. yes)
A woman can have breast cancer and not have any signs or symptoms (yes vs. no)
Early detection of breast cancer
A mammogram is a blood test for breast cancer (no vs. yes)
If & worman had a mammogram once, she does not need to have a mammogram done again (no vs, yes)
What age should you start getting mammaograms? (choice=40 years)?
What is the best way-detect breast cancer (choice=mammography or mammogram)?

824 30 883 063
88.2 32 541 069
76.5 3N 2 023
85.3 26 765 045
7.1 32 941 1.00
912 33 971 050

LEEEEE

g1.2 | 91.2 1.00
971 32 941 100

941 34 100
91.2 33 971 063
382 17 500 034
941 34 100

BoYdg B8
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A quantitative bias analysis of tuberculosis diagnostic tests among a national sample of
people living with and without HIV in South Africa Emma Kileel* Emma Kileel Alana T Brennan
Matthew P Fox Jacob Bor Leslie Scott Helen E Jenkins Robert C Horsburgh Karen R Jacobson Kamy
Chetty Koleka Milsana Wendy Stevens

Background: While commonly used to diagnose tuberculosis (TB) in South Africa, sputum smear
microscopy and GeneXpert (Xpert) tests have low sensitivity and may have poorer performance
among people with HIV (PWH). Using data from South Africa’s National Health Laboratory Service
National HIV Cohort, we conducted a quantitative bias analysis adjusting for outcome
misclassification to estimate the risk of TB diagnosis among adults age >16 years by HIV status.

Methods: Data from patients with a) smear+culture or b) Xpert+culture diagnostic tests between
2011-2018 were used as internal validation data (culture as gold standard) to estimate bias
parameters by HIV status. Validation data were used to adjust the RR of TB diagnosis among adults
with only smear or Xpert available for diagnosis. We specified beta distributions for sensitivity as:
among PWH smear: ~beta(1849,7494), Xpert ~beta(511,1485); among people without HIV (PWOH):
smear ~beta(4472,14196), Xpert ~beta(1002,2675). Both tests had high specificity, therefore a
uniform distribution of 0.95-0.99 was used. We ran 100,000 Monte-Carlo simulations, randomly
sampling values of sensitivity and specificity from the distributions and using standard formulas to
obtain an adjusted RR of TB diagnosis. Simulations accounting for random and systematic error
were summarized using the median as the point estimate and the 2.5"-97.5" percentiles as the 95%
simulation interval (SI).

Results: Crude estimates showed PWH vs PWOH have a 10% decrease in risk of smear-diagnosed
TB (RR: 0.90, 95% CI: 0.89-0.92) and a 13% increase in risk of Xpert-diagnosed TB (RR: 0.94, 95%
CI: 0.92-0.96). Accounting for random and systematic error, the median adjusted RR using smear
tests was 1.05 (95% SI: 0.64-1.69) and 1.33 (95% SI: 0.75-2.56) using Xpert tests (Figure).

Conclusion: PWH have higher rates of false negative smear and Xpert tests compared to PWOH,
resulting in a greater risk of TB diagnosis when accounting for outcome misclassification.
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Measuring disparities in the Hepatitis C care cascade among people who inject drugs in
Ontario: a population-based retrospective cohort study Zoé¢ Greenwald* Zo€ Greenwald Jordan
] Feld Dan Werb Peter C Austin Andrew Mendlowitz Daniel Fridman Sofia Bartlett Naveed Z Janjua
Christina Greenaway Beate Sander Jeffrey C Kwong

Background: In Canada, people who inject drugs (PWID) experience a high burden of hepatitic C
virus (HCV) and disparities in care outcomes. We aim to estimate a population-level HCV care
cascade among PWID in Ontario, Canada, before and after the introduction of direct-acting antiviral
(DAA) HCV treatments.

Methods: We constructed a retrospective population-based HCV cohort by linking laboratory-
documented HCV cases in Ontario from 1999-2018 to health administrative data. PWID were
identified using a validated case-finding algorithm (=1 billing claim, emergency department visit or
hospitalization for substance use). HCV care cascade stages included: HCV antibody diagnosed, HCV
RNA tested, HCV RNA positive, treatment initiated, and sustained virologic response to treatment
(SVR, i.e., HCV cure). HCV care cascades were compared descriptively by PWID status (any vs no
indication) in the pre-DAA (up to Dec 31, 2013) and DAA eras (up to Dec 31, 2018). Deaths were
censored from analyses.

Results: Among 109,509 Ontarians diagnosed with HCV in 2018, 48% were estimated to be PWID.
PWID were younger (median 39 vs 48 years at diagnosis) and more often male (64% vs 56%) relative
to non-PWID. HCV care cascade measures improved among PWID from 2013 to 2018 (Figure 1),
including an increase in RNA testing (75% to 85% RNA tested among those HCV antibody+),
doubling in treatment uptake (26% to 52% treated among those RNA+), and increase in HCV cure
(58% to 75% SVR post-treatment). However, PWID experienced lower rates of RNA testing,
treatment, and cure relative to non-PWID in both the pre-DAA and DAA eras.

Conclusion: Despite overall improvements in the HCV care cascade in Ontario in the DAA era,
disparities persist for PWID relative to non-PWID. Results are preliminary and upcoming analyses
will focus on addressing missing data, identifying barriers to DAA treatment uptake, and exploring
the potential for harm reduction interventions to address HCV care gaps for PWID.
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Figure 1: Ontario Hepatitis C care cascade stratified among those with any vs no indication of being a person who
injects drugs and in the pre-DAA era (up to Dec 31, 2013) and DAA era (up to Dec 31, 2018)
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Diagnosed HCV Ab+ RNA tested RNA positive Treated Documented SVR
2013 PWID 42,613 31,770 (75%) 24,564 (77%) 6,281 (26%) 3,644 (58%)
= 2018 PWID 52,697 44,687 (85%) 33,444 (75%) 17,376 (52%) 13,086 (75%)
2013 non-PWID 43,649 37,154 (85%) 22,365 (60%) 7,268 (32%) 4,709 (65%)
= 2018 non-PWID 56,812 51,384 (90%) 26,529 (52%) 16,260 (61%) 13,645 (84%)
Figure legend

Percentages represent the proportion of individuals progressing from the prior cascade stage.
Abbreviations: PWID: people who inject drugs: HCV Hepatitis C virus: Ab+: antibody positive; SVR: sustained virologic
response
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Removal of a subsidy for HIV self-testing kits reduces online kit sales in Kenya Carlos
Culquichicon* Carlos Culquichicon Obinna I. Ekwunife Maeve Rafferty Paulami Naik Nicky
Nyamasyo Tony Wood Daniel We