Constructing Inverse Probability Weights for Marginal Structural Models
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The method of inverse probability weighting (henceforth, weighting) can be used to adjust for measured confounding and selection bias under the four assumptions of consistency, exchangeability, positivity, and no misspecification of the model used to estimate weights. In recent years, several published estimates of the effect of time-varying exposures have been based on weighted estimation of the parameters of marginal structural models because, unlike standard statistical methods, weighting can appropriately adjust for measured time-varying confounders affected by prior exposure. As an example, the authors describe the last three assumptions using the change in viral load due to initiation of antiretroviral therapy among 918 human immunodeficiency virus-infected US men and women followed for a median of 5.8 years between 1996 and 2005. The authors describe possible tradeoffs that an epidemiologist may encounter when attempting to make inferences. For instance, a tradeoff between bias and precision is illustrated as a function of the extent to which confounding is controlled. Weight truncation is presented as an informal and easily implemented method to deal with these tradeoffs. Inverse probability weighting provides a powerful methodological tool that may uncover causal effects of exposures that are otherwise obscured. However, as with all methods, diagnostics and sensitivity analyses are essential for proper use.
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assumption of no unmeasured confounding, and emphasize correctly that this assumption is not empirically verifiable. These articles also implicitly assume that consistency holds, which is a reasonable assumption when estimating the effect of medical treatments (refer to appendix 2 for a formal definition of consistency). However, these articles do not usually include an explicit discussion of the role of the other three assumptions stated above. Here, we describe the role of three of the four assumptions in weighted estimation and the interpretation of results. This paper is structured as follows. First, we describe a motivating example from our ongoing work in human immunodeficiency virus (HIV) epidemiology. Second, in the context of our motivating example, we describe the assumptions of exchangeability, positivity, and no model misspecification, as well as the tradeoffs that an epidemiologist may encounter when attempting to make inferences under these assumptions. Third, we describe an informal method to deal with these tradeoffs. We conclude with a brief discussion and some recommendations for constructing inverse probability weights (henceforth, weights).

EXAMPLE: ANTIRETROVIRAL THERAPY AND VIRAL LOAD IN HIV-INFECTED INDIVIDUALS

To provide motivation for our discussion, we use the analysis reported in a recent paper (19) that estimated the effect of initiation of highly active antiretroviral therapies (HAART) on the change in human immunodeficiency virus type 1 (HIV-1) RNA viral load in HIV-infected individuals. We suggest reading reference 19 in concert with the present paper. In brief, 918 HIV-infected men and women not using HAART at study entry were seen semiannually in the Multicenter AIDS [acquired immunodeficiency syndrome] Cohort Study or Women’s Interagency HIV Study for a median of 5.8 years between 1996 and 2005. We estimated the effect of time-varying HAART initiation on change in log_{10} viral load.

For each subject \( i \) and visit \( j \), we estimated a weight \( SW_{ij} \) that was, informally, proportional to the inverse (or reciprocal) of the probability of having her own observed exposure and censoring history through that visit. For a formal definition of the weights, refer to appendix 1. We then fit a weighted repeated measures regression model in which an individual was assigned her estimated weight \( SW_{ij} \) at each visit. The primary effect estimate was an immediate and sustained 1.91 log_{10} decrease in viral load after HAART initiation. Next, we describe the assumptions necessary for valid inferences and their practical implications in the context of our example.

EXCHANGEABILITY

Exchangeability implies the well-known assumption of no unmeasured confounding. For the assumption of no unmeasured confounding to hold, we have to measure enough joint predictors of exposure and outcome such that, within the levels of these predictors, associations between exposure and outcome that are due to their common causes will disappear. For a formal definition, refer to appendix 2.

Exchangeability assumptions are not testable in observed data, but one may explore the sensitivity of inferences from weighted regression to this assumption by using sensitivity analysis as described by Robins (25) and implemented by various authors (10, 14, 26). We do not reiterate the approach to sensitivity analysis here but, rather, assume that the most important confounders were identified using expert knowledge (27, 28) and were then appropriately measured and included in the analysis. Specifically, we assumed that conditioning on several baseline covariates and the most recent values of CD4 cell count and viral load is sufficient to achieve exchangeability between those who did and did not initiate therapy at any time during the follow-up. Later, in table 3, we assess the impact of adding further potential confounders. As a consequence of our assumption that therapy is continuously used after initiation, we do not need to assume that those who did and did not discontinue were exchangeable, and hence our estimates do not require the assumption of exchangeability after therapy initiation. The price we pay for this intent-to-treat assumption is, of course, some bias toward the null that increases with the number of participants that discontinue therapy during follow-up.

As a practical rule to help ensure approximate exchangeability, it may appear obvious that investigators need first to identify and measure as many potential confounders as possible. Then, investigators would include those potential confounders in the model used to estimate the denominator of the weights. However, this strategy may not always decrease net bias in finite samples for two reasons. First, the addition of a nonconfounding variable may introduce selection bias due to collider stratification (29, 30). Second, adding too many potential confounders in relation to the number of observations may introduce finite-sample bias, which is related to the bias due to nonpositivity discussed below. Further, adding nonconfounding variables to the model for the weights may decrease the statistical efficiency of the effect estimate (i.e., yield wider confidence intervals) (31). For these reasons and as illustrated below, in practice one may not always want to include as many potential confounders as possible.

POSITIVITY

For any method that estimates the average causal effect in the study population, one must be able to estimate the average causal effect in each subset of the population defined by the confounders. For example, to estimate the effect of HAART in the presence of confounding by CD4 cell count, we need to be able to estimate the effect of HAART in every category of CD4 cell count. An effect cannot be estimated in a subset of the study population if everyone is exposed (or unexposed) in that subset. Positivity is the condition that there are both exposed and unexposed individuals at every level of the confounders. For a formal definition, refer to appendix 2. Positivity is guaranteed (unconditionally) in experiments because, by design, there will be individuals assigned to each level of the studied treatment. The positivity
assumption is also called the experimental treatment assumption (32). Because the weights $SW_{ij}$ can always be estimated parametrically from the data, even in the presence of violations of the positivity assumption, lack of positivity (like lack of consistency) may go undetected unless explicitly investigated.

If somebody cannot possibly be exposed at one or more levels of the confounders, then positivity is violated because there is a structural zero probability of receiving the exposure. To fix this idea, we provide two examples. First, in an occupational epidemiology study to estimate the health effects of a certain chemical, being at work is a potential confounder often used as a proxy for health status. If one cannot be exposed to the chemical outside the workplace, then there is a structural zero probability of exposure to the chemical among those no longer at work. Second, in a pharmacoepidemiology study to estimate the effects of a particular drug, an absolute contraindication for treatment (e.g., liver disease) may be a surrogate for bad prognosis. If one cannot possibly be treated in the presence of the contraindication, then there is a structural zero probability of receiving the treatment among those with the contraindication. An obvious solution is restricting the inference to the subset with a positive probability of exposure. However, if the structural zero occurs within levels of a time-varying confounder (e.g., liver disease), then restriction or censoring may lead to bias, whether one uses weighting or other methods (30).

Even in the absence of structural zeros, random zeros (also called practical violations of the experimental treatment assumption (33)) may occur by chance because of small sample sizes or high dimensional (i.e., highly stratified or continuous) data. Even a relatively large study may have zero proportions for particular exposure and covariate histories as the number of covariates increases. In fact, when modeling continuously distributed covariates, random zeros are essentially guaranteed because of the infinite number of possible values. In such cases, the use of parametric models smoothes over the random zeros by borrowing information from individuals with histories similar to those that, by chance, resulted in random zeros. For example, in table 1 we present the proportions of HAART initiation (i.e., exposure) at 25 levels of joint time-varying CD4 count and viral load. At two of 25 levels, we see nonpositivity or a zero proportion exposed. These observed zero proportions may be structural or random. In table 1, both zero proportions occur in person-time contributions where immunity is not depleted (i.e., CD4 count, >749 cells/mm$^3$) but virus is detectable. On the basis of prior substantive knowledge and surrounding nonzero proportions, we concluded that these two nonpositive proportions appear to be random zeros, rather than structural zeros, and thus proceeded to model the probability of exposure to construct weights.

There is a tradeoff between reducing confounding bias and increasing bias and variance due to nonpositivity. Data become sparse, and the likelihood of random zeros (and hence bias due to nonpositivity) increases as one includes more confounders. For example, in table 2, we progressively expand the number of categories used to define CD4 count and viral load in the construction of weights from one to nine categories. Table 2 also presents the effect estimate (i.e., the difference in $\log_{10}$ viral load) and its standard error obtained by bootstrap. Estimated weights with the mean far from one or very extreme values are indicative of nonpositivity or misspecification of the weight model, and thus table 2 also presents the mean, standard deviation, minimum, and maximum estimated weights. As the number of categories increases from one to five, we observe three changes. First, the effect estimate increases in absolute value, which (in the present substantive setting) suggests a better control of confounding. Second, the precision of the effect estimate decreases. Third, the standard deviation and range of the weights increase, which is the cause of the decreasing precision of the effect estimate. For seven categories of CD4 cell count and viral load, the effect estimate moves toward the null and its standard error triples. For nine categories of CD4 cell count and viral load, the weights become so alarmingly variable (with a mean no longer equal to one) that the effect estimate is no longer computable.

<table>
<thead>
<tr>
<th>CD4 count, cells/mm$^3$</th>
<th>Viral load, copies/ml</th>
<th>No. exposed</th>
<th>No. of person-visits</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;749</td>
<td>&lt;401</td>
<td>2</td>
<td>308</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>401–&lt;4,000</td>
<td>3</td>
<td>253</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>4,000–10,000</td>
<td>0</td>
<td>278</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10,001–35,000</td>
<td>4</td>
<td>117</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>&gt;35,000</td>
<td>0</td>
<td>38</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>501–749</td>
<td>&lt;401</td>
<td>3</td>
<td>199</td>
<td>0.02</td>
</tr>
<tr>
<td>401–&lt;4,000</td>
<td>3</td>
<td>354</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>4,000–10,000</td>
<td>5</td>
<td>374</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>10,001–35,000</td>
<td>15</td>
<td>259</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>&gt;35,000</td>
<td>14</td>
<td>162</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>351–500</td>
<td>&lt;401</td>
<td>2</td>
<td>76</td>
<td>0.03</td>
</tr>
<tr>
<td>401–&lt;4,000</td>
<td>12</td>
<td>268</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>4,000–10,000</td>
<td>5</td>
<td>263</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>10,001–35,000</td>
<td>25</td>
<td>280</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>&gt;35,000</td>
<td>17</td>
<td>247</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>200–350</td>
<td>&lt;401</td>
<td>1</td>
<td>36</td>
<td>0.03</td>
</tr>
<tr>
<td>401–&lt;4,000</td>
<td>5</td>
<td>118</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>4,000–10,000</td>
<td>6</td>
<td>162</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>10,001–35,000</td>
<td>17</td>
<td>242</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>&gt;35,000</td>
<td>55</td>
<td>273</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>&lt;200</td>
<td>&lt;401</td>
<td>3</td>
<td>12</td>
<td>0.25</td>
</tr>
<tr>
<td>401–&lt;4,000</td>
<td>3</td>
<td>25</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>4,000–10,000</td>
<td>4</td>
<td>53</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>10,001–35,000</td>
<td>13</td>
<td>101</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>&gt;35,000</td>
<td>69</td>
<td>280</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>286</td>
<td>4,778</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* HAART, highly active antiretroviral therapy; HIV-1, human immunodeficiency virus type 1; AIDS, acquired immunodeficiency syndrome; HIV, human immunodeficiency virus.
Contrary to the naïve belief that more finely defined confounders will always lead to better confounding control, table 2 shows that bias and variance of the effect estimate may increase with the number of categories. Similarly, one may wish to omit control for weak confounders that cause severe nonpositivity bias because of a strong association with exposure. In addition, although not illustrated in table 2, the magnitude of nonpositivity bias typically increases with the number of time points and decreases with the use of appropriately stabilized weights.

Weighted estimates are more sensitive to random zeros than is standard regression or stratification estimates, which implicitly extrapolate to levels of the covariates with a lack of positivity. Users of weighted approaches need tools to handle this bias-variance tradeoff. Wang et al. (33) have proposed a computationally demanding diagnostic tool to quantify the finite-sample bias due to random zeros in weighted estimates. After reviewing the assumption of no model misspecification in the next section, we propose an informal method to evaluate this bias-variance tradeoff. Refer to references 32–34 for more formal methods.

**CORRECT MODEL SPECIFICATION**

Weighted estimation of the parameters of marginal structural models requires fitting several models: 1) the structural (i.e., weighted) model, 2) the exposure model, and 3) the censoring model. For simplicity and because this paper focuses on constructing weights to estimate the parameters of any marginal structural model through weighted regression, we will assume throughout that the structural model is correctly specified. In practice, investigators will want to explore the sensitivity of their estimates to different structural model specifications (e.g., linear vs. threshold dose-response, long- vs. short-term effects, and so on).

To construct appropriate weights, investigators need to correctly specify the models for exposure and censoring. Here, we will discuss only modeling of the exposure distribution, but our comments apply equally to modeling the censoring distribution. As stated above, a necessary condition for correct model specification is that the stabilized weights have a mean of one (2). In table 3, we provide a step-by-step example of building weights for the marginal structural model detailed previously (19) and described above. Although the step-by-step process is a simplified representation of the actual process, we hope that sharing the general approach may guide future implementations of marginal structural models.

In specification 1, the model to estimate the denominator of the weights was a pooled logistic model for the probability of exposure initiation at each visit. Specifically, each person-visit was treated as an observation, and the model was fit on those person-visits for which no exposure had occurred through the prior visit. The covariates were linear terms for follow-up time, baseline CD4 cell count and viral load, and time-varying CD4 cell count and viral load measured at the prior visit. This model, which is a parametric discrete-time approximation of the Cox proportional hazards model for exposure initiation (35, 36), assumes that the relation between the baseline covariates (and follow-up time) and the probability of exposure initiation is linear on the logit scale. The model to estimate the numerator of the weights was also a pooled logistic model for the probability of exposure initiation, except that time-varying CD4 cell count and viral load were not included as covariates. The mean of the estimated weights was 1.07 (standard deviation, 1.47), the 1/minimum and maximum estimated weights were 33.3 and 26.4, and the effect estimate was $-1.94$ (standard error, 0.17).

In specification 2, we replace the linear terms for baseline and time-varying CD4 and viral load with categories (i.e., CD4: $<200$, $200–500$, $>500$ cells/mm$^3$; and viral load detectable (at 400 copies/ml) or not) to illustrate the impact of potential residual confounding within categories of the founders. The estimated weights appear better behaved than in specification 1 (e.g., the mean moves from 1.07 to 1.05, 1/minimum and maximum notably smaller), and the standard deviation for the difference in log$10$ viral load is a striking $0.388$ smaller, but the effect estimate of $-1.66$ moved closer to the unadjusted value of $-1.56$ (i.e., one category, table 2).

In specification 3, the numerator and denominator are as in specification 1, but we add three-knot restricted cubic splines to all linear terms. Other smoothing techniques could be used (37). This flexible parameterization of the time-varying confounders is generally preferred, because
it liberates one from much of the residual confounding or finite-sample bias inherent in categorical variables (e.g., specification 2) and reduces the potential bias due to model misspecification from strong linearity assumptions (e.g., specification 1). Compared with specification 1, the estimated weights and effect estimate are similar, but the standard error is reduced by 18 percent (1.03/0.170 = 0.182).

In specification 4, we added a product term between time-varying CD4 count and follow-up time suggested by clinical colleagues, which had \( p = 0.03 \). Compared with specification 3, there is little change in the estimated weights (although the maximum weight increases), and the effect estimate remains unaltered, but its standard error is reduced by 5 percent. This is essentially the model specification used previously (19); however, the (conservative) robust standard error reported (19) was 0.135, while the bootstrap standard error reported here is 0.132.

In specification 5, we explored more fully detailed covariate histories, using time-varying CD4 count and viral load measured two visits prior to the visit at-risk for HAART initiation in addition to values measured one visit prior. Beyond an increase in the maximum weight, no notable changes are apparent.

In specification 6, we explored the addition of two more possible time-varying confounders, namely, clinical AIDS status and HIV-related symptoms (i.e., reports of persistent fever, diarrhea, night sweats, or weight loss) at the visit prior to the visit at-risk for HAART initiation. Again, no notable changes are apparent.

### WEIGHT TRUNCATION AS A MEANS TO TRADEOFF BIAS AND VARIANCE

The process discussed above and presented in table 3 illustrates how the choice of the model used to construct weights may impact the results of a marginal structural model. Our decision to settle on specification 4 of table 3 was an informal bias-variance tradeoff between the inclusion of a sufficient number of flexibly modeled confounders in the weight model and the construction of well-behaved weights (mean = 1, small range) that led to a small variance of the effect estimate. Thus, compared with the model in specification 4, models that included only linear terms for the time-varying confounders (i.e., specification 1), omitted product terms (i.e., specification 3), or included additional potential confounders (i.e., specifications 5 and 6) typically resulted in similar effect estimates with a slightly greater variance or greater model complexity. On the other hand, transforming the continuous confounders into categorical variables (i.e., specification 2) resulted in a smaller variance but probably also in insufficient confounding adjustment, as the effect estimate moved considerably toward the unadjusted

---

**TABLE 3. Effect of HAART* versus no HAART on change in HIV-1* RNA viral load under a series of models for the construction of inverse probability weights, Multicenter AIDS* Cohort Study and Women’s Interagency HIV* Study, 1996–2005**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Description</th>
<th>Estimated weights</th>
<th>Difference in viral load, log_{10} copies/ml</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Numerator includes linear terms for baseline CD4, RNA, and time. Denominator includes linear terms for baseline CD4, RNA, time, CD4_{-1}, and RNA_{-1}.</td>
<td>1.07 (1.47) 0.03/26.4</td>
<td>−1.94 0.170</td>
</tr>
<tr>
<td>2</td>
<td>Numerator and denominator are as in step 1 but replace linear terms for baseline and time-varying CD4 and RNA with step functions (i.e., categories ( z )).</td>
<td>1.05 (0.65) 0.11/16.6</td>
<td>−1.66 0.104</td>
</tr>
<tr>
<td>3</td>
<td>Numerator and denominator are as in step 1, with three-knot splines to all linear terms.</td>
<td>1.05 (1.17) 0.03/37.0</td>
<td>−1.91 0.139</td>
</tr>
<tr>
<td>4</td>
<td>Numerator and denominator are as in step 3, plus a product between CD4_{-1} and time in denominator.</td>
<td>1.04 (1.15) 0.03/46.8</td>
<td>−1.91 0.132</td>
</tr>
<tr>
<td>5</td>
<td>Numerator and denominator are as in step 4, plus three-knot splines for CD4_{-2} and RNA_{-2} in denominator.</td>
<td>1.04 (1.67) 0.03/83.5</td>
<td>−1.95 0.133</td>
</tr>
<tr>
<td>6</td>
<td>Numerator and denominator are as in step 4, plus indicators for AIDS_{-1} and presence of HIV symptoms_{-1} in denominator.</td>
<td>1.05 (1.37) 0.03/68.4</td>
<td>−1.91 0.130</td>
</tr>
</tbody>
</table>

* HAART, highly active antiretroviral therapy; HIV-1, human immunodeficiency virus type 1; AIDS, acquired immunodeficiency syndrome; HIV, human immunodeficiency virus; SD, standard deviation; SE, standard error.
† The standard deviation of 500 nonparametric bootstrap sample estimates; 500 always converged.
‡ The CD4 count categories were as follows: <200, 200–500, >500 cells/mm³; and viral load was detectable at 400 copies/ml or not.

---
result. Note that the best behaved weights (by the measures of mean and small range) would simply be a constant one. However, such weights would completely fail to control for time-varying confounding.

One simple way to explore this bias-variance tradeoff is to progressively truncate (38) the weights as shown in table 4. Specifically, the weights are progressively truncated by setting the value of weights greater (lower) than percentile \( p \) (100 – \( p \)) to the value of percentiles \( p \) (100 – \( p \)). The first row in table 4 corresponds to the standard marginal structural model (i.e., specification 4 in table 3), while the last row in table 4 corresponds to a baseline-adjusted model (i.e., one category, table 2, or reference 19, p. 222). Assuming that the marginal structural model estimate is correct, one can see the growing bias as the weights are progressively truncated. Simultaneously, one can see the increasing precision as the weights are progressively truncated. In this case and under the assumption that the marginal structural model estimate is unbiased, the small increase in precision due to weight truncation is outweighed by the relatively large bias induced. However, here, one could reasonably argue in favor of reporting the result with the weights truncated at the first and 99th percentiles, on the basis of the centering of the weights at one and the order of magnitude reduction in the 1/minimum and maximum weights.

The requirement of a mean of one applies to the estimated weights at each time point, but, as a simplification, we pooled the estimated weights from all time points in the study. It is therefore logically possible that the chosen weight model results in a mean estimated weight closer to one than an alternative weight model but that the chosen weight model is badly misspecified for some time points, whereas the alternative weight model is slightly misspecified at all time points. Depending on the aims of analysis, we may prefer the alternative weight model over the chosen.

### CONCLUSION

The construction of inverse probability weights for marginal structural models (4–20, 22), or other uses (30, 39), requires a thoughtful process including determination of a proper set of covariates upon which one can tolerate the assumptions of no unmeasured confounding and no informative censoring, exploration of positivity, and determination of a model specification that optimizes bias reduction and precision. Nonweighting methods are also subject to these same assumptions. Indeed, a process similar to that laid out here should be undertaken in any observational data analysis. Here, we detailed some approaches to the construction of such weights using an example from a recently published paper.

Future research is needed to formally compare competing methods to balance bias and variance when selecting from potential confounders and functional forms. In the meantime, we recommend the following: 1) Check positivity for important confounders as illustrated in tables 1 and 2. 2) Explore exchangeability by using a variety of potential confounders and functional forms as illustrated in table 3, coupled with sensitivity analysis (14). 3) Check weight model misspecifications by exploring the distribution of weights. The tradeoffs implied by the need to simultaneously guarantee exchangeability, positivity, and no model misspecifications can be explored by evaluating the sensitivity of inferences to truncating extreme weights as illustrated in table 4. In manuscripts, we encourage both acknowledging the sensitivity of the effect estimates to the weight model specification and reporting an effect estimate that is robust to different weight model specifications. Often, this will mean selecting as the main finding an effect estimate that is less extreme than that produced by certain weight model specifications. Inverse probability weighting provides a powerful methodological tool that may uncover causal effects of exposures that are otherwise obscured, but powerful tools can be dangerous if not handled with care.
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**TABLE 4. Effect of HAART**

*versus no HAART on change in HIV-1 RNA viral load under progressive truncation of inverse probability weights, Multicenter AIDS Cohort Study and Women’s Interagency HIV* Study, 1996–2005

<table>
<thead>
<tr>
<th>Truncation percentiles</th>
<th>Estimated weights</th>
<th>Difference in log10 copies/ml</th>
<th>SE*†</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 100†</td>
<td>1.04 (1.15)</td>
<td>0.03/46.8</td>
<td>1.91 0.132</td>
</tr>
<tr>
<td>1, 99</td>
<td>1.00 (0.58)</td>
<td>0.20/4.49</td>
<td>0.80 0.122</td>
</tr>
<tr>
<td>5, 95</td>
<td>0.95 (0.36)</td>
<td>0.36/1.93</td>
<td>0.73 0.106</td>
</tr>
<tr>
<td>10, 90</td>
<td>0.92 (0.27)</td>
<td>0.49/1.42</td>
<td>0.69 0.101</td>
</tr>
<tr>
<td>25, 75</td>
<td>0.91 (0.12)</td>
<td>0.75/1.03</td>
<td>0.63 0.091</td>
</tr>
<tr>
<td>50, 50†</td>
<td>0.95 (0.00)</td>
<td>0.95/0.95</td>
<td>0.59 0.089</td>
</tr>
</tbody>
</table>

* HAART, highly active antiretroviral therapy; HIV-1, human immunodeficiency virus type 1; AIDS, acquired immunodeficiency syndrome; HIV, human immunodeficiency virus; SD, standard deviation; SE, standard error.
† The standard deviation of 500 nonparametric bootstrap sample estimates; 500 always converged.
‡ No truncation of weights corresponds to a standard marginal structural model, while setting all weights to the constant 50th percentile corresponds to the baseline adjusted model.
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APPENDIX 1

Inverse Probability Weights

For each subject $i$, the outcome $Y_{ij}$ was the log$_{10}$ number of copies of HIV-1 RNA measured in blood at each semiannual study visit $j$, and the exposure $X_{ij} = 1$ indicates initiation of HAART before visit $j$, and zero otherwise. We assume that exposure is continuously used after initiation and write $\bar{X}_{ij}$ to denote exposure history up to visit $j$, that is, $\bar{X}_{ij} = \{X_{ij}, X_{i1}, \ldots, X_{ij}\}$. In our example with 17 follow-up visits beyond baseline, there are 18 possible exposure histories, namely, never initiating HAART, which occurred for 632 (69 percent) of 918 participants, or initiating HAART at any of the 17 follow-up visits. The 286 (31 percent) of 918 participants who initiated HAART did so at visits 1 through 17 in the following numbers: 56, 54, 30, 18, 17, 12, 12, 17, 15, 4, 5, 8, 2, 7, 12, and 9. Here, the structural model is a mapping between each of these 18 static exposure regimes and the mean log$_{10}$ viral load. The covariate vector $L_{ij}$ available at each visit $j$ included the time-varying covariates CD4 cell count and HIV-1 RNA viral load, as well as the time-fixed (i.e., baseline) covariates sex, race/ethnicity, and age. As with exposure histories, we denote covariate histories by $L_{ij}$. Finally, $C_{ij} = 1$ if participant $i$ is censored by visit $j$, and zero otherwise. Details about the structural (i.e., weighted) model were published previously (19).

The stabilized inverse probability weights $SW_{ij}$ for participant $i$ at visit $j$ are typically the product of inverse probability-of-exposure weights $SW_{ij}^x$ and inverse probability-of-censoring weights $SW_{ij}^c$; that is, $SW_{ij} = SW_{ij}^x \times SW_{ij}^c$. The weight $SW_{ij}^x$ adjusts for measured confounding by the variables in $L_{ij}$, and the weight $SW_{ij}^c$ adjusts for measured selection bias by the variables in $L_{ij}$. Formally, the component weights are defined as

$$SW_{ij}^x = \prod_{k=0}^{j} \frac{f(\bar{X}_{ik}, V_{ik}, C_{ik} = 0)}{f(\bar{X}_{ik}, V_{ik}, L_{ik-1}, C_{ik} = 0)}$$

and

$$SW_{ij}^c = \prod_{k=1}^{j+1} \frac{\Pr[C_{ik} = 0|C_{ik-1} = 0, \bar{X}_{ik}, V_{ik}]}{\Pr[C_{ik} = 0|C_{ik-1} = 0, \bar{X}_{ik}, L_{ik-1}]}$$

where $f[\cdot]$ is the conditional density function evaluated at the observed covariate values for a given participant, $\theta$ is a vector of zeros, and $V_{ij}$ is a vector including a subset of the time-fixed baseline variables that is described in more detail below. Note that we ensure the correct temporal order between possible confounders and exposure by using covariate information through visit $j - 1$ $L_{ij-1}$, rather than through visit $j$, to predict exposure reported at visit $j$, which represents HAART initiation in the interval between visits $j - 1$ and $j$. Ensuring the proper temporal sequence between confounders and exposure is paramount to the estimation of causal effects, although sometimes published accounts omit any references to this issue.

Bias adjustment is achieved by the denominator of the weights. The numerator of the weights, which does not depend on the time-varying covariates $L_{ij}$, is added for stabilization. In many published applications of marginal structural models (9, 14, 19), the conditioning event in the numerator of the weights includes a subset of baseline variables $V_{ij}$ to help stabilize the weights and, thus, obtain narrower confidence intervals around the effect estimate. Informally, to achieve stabilization, one wishes to minimize the difference between the numerator and denominator of the weights such that the remaining difference reflects only the confounding due to the time-varying covariates $L_{ij}$, which cannot be appropriately adjusted for by standard regression or stratification. Colloquially, one wishes the numerator of the weight to chase the denominator but stop short of following the denominator when it comes to the set of time-varying confounders one wishes to adjust for by weighting.

However, this added stabilization comes at a price: The $V_{ij}$-stabilized weights create a pseudo-population in which,
at each time, exposure is randomized only within the levels of the covariates in $V_{0\theta}$. In other words, in the pseudo-population, there may still be confounding by $V_{0\theta}$. Thus, the weighted regression model (equivalently, the marginal structural model) must include the covariates $V_{0\theta}$ to adjust for this possible confounding. As a result, the estimated causal effect will not be unconditional (marginal) but conditional on the covariates $V_{0\theta}$. For example, our estimate of a $1.91\text{-log}_{10}$ decrease in viral load assumes that the effect is the same within levels of baseline variables $V_{0\theta}$. We could have tested this assumption (of a constant effect across levels of baseline variables $V_{0\theta}$) by adding product terms to our weighted regression model. Indeed, in several analyses, we have explored possible effect modification by baseline variables (9, 14, 19).

Unstabilized weights, in which the numerator $f[X_{ik}\vert \bar{X}_{ik-1}, V_{0\theta}, \bar{C}_{ik-1} = 0]$ is replaced by $f[X_{ik}\vert \bar{X}_{ik-1}, \bar{C}_{ik-1} = 0]$, can also be used to adjust for bias, but they usually lead to more extreme weights that result in wider confidence intervals around effect estimates. Hence, stabilized weights are generally preferred, even if they require adding the baseline variables in $V_{0\theta}$ to the weighted model. When one is interested in evaluating potential modification of the exposure effect by the baseline variables, the weighted model must include main effects and product terms for the components of $V_{0\theta}$, and thus stabilized weights can be used to achieve a greater efficiency at no cost.

---

**APPENDIX 2**

**Formal Definitions of Identifiability Assumptions**

The following three assumptions are needed to nonparametrically identify causal effects. Some methods may not require one or more of these assumptions (e.g., instrumental variables, G-estimation of structural nested models) but, to consistently estimate causal effects, these alternative methods must trade these assumptions for other parametric assumptions.

*Consistency* means that a subject’s counterfactual outcome under her observed exposure history is precisely her observed outcome. To define consistency, let us first define an individual’s potential, or counterfactual, outcome $Y_{ij}(\bar{x})$ under exposure history $\bar{x}$ as the outcome that would have been observed if the individual had received exposure history $\bar{x}$. Then, consistency is defined as $Y_{ij}(\bar{x}) = Y_{ij}$ if $X_{ij} = \bar{x}$. Our use of the term consistency differs from the statistical property of “consistency,” which means that the bias of an estimator approaches zero as information (e.g., sample size) increases. Refer to references 40–42 for a more detailed discussion of consistency for common exposures in epimiologic research.

*Exchangeability* states that, given measured confounders $L_{ij-1}$, the potential outcomes $Y_{ij}(\bar{x})$ are independent of observed exposure $X_{ij}$ or, in the case of a categorical exposure, $\Pr[X_{ij} = x \vert L_{ij-1}, \bar{X}_{ij-1}, Y_{ij}(\bar{x})]$. In studies with dropout, a similar exchangeability assumption is used for censoring.

*Positivity* states that there is a nonzero (i.e., positive) probability of receiving every level of exposure $X_{ij}$ for every combination of values of exposure and covariate histories $\bar{X}_{ij-1}$ and $L_{ij-1}$ that occur among individuals in the population. Positivity requires that, if $f(\bar{X}_{ij-1}, L_{ij-1}, \bar{C}_{ij-1} = 0) \neq 0$, then $\Pr[X_{ij} = x \vert \bar{X}_{ij-1}, L_{ij-1}, \bar{C}_{ij-1} = 0] > 0$ for all $x \in X_{ij}$. When the analysis uses $V_{0\theta}$-stabilized weights, as in our case, the positivity condition is slightly weaker because positivity then assumes that, for each value of the baseline covariates $V_{0\theta}$, there is a nonzero probability of every level of exposure $X_{ij}$ for every combination of values of exposure and covariate histories $\bar{X}_{ij-1}$ and $L_{ij-1}$ that occur among individuals with that value of $V_{0\theta}$. Formally, within levels of $V_{0\theta}$, positivity requires

$$\frac{\Pr(X_{ij} = x_{ij} \vert \bar{X}_{ij-1}, V_{0\theta}, \bar{C}_{ij-1} = 0)}{\Pr(X_{ij} = x_{ij} \vert \bar{X}_{ij-1}, L_{ij-1}, \bar{C}_{ij-1} = 0)} < \infty$$

for all $x \in X_{ij}$, which implies that the assumption holds whenever $\Pr(X_{ij} = x_{ij} \vert \bar{X}_{ij-1}, V_{0\theta}, \bar{C}_{ij-1} = 0)$ equals zero, regardless of whether $\Pr(X_{ij} = x_{ij} \vert \bar{X}_{ij-1}, L_{ij-1}, \bar{C}_{ij-1} = 0) > 0$.

In fact, our definition of the inverse probability weights in appendix 1 is incomplete: The inverse probability weights are equal to $SW_{ij}$ only under positivity. If the positivity assumption does not hold, then the weights are undefined, and the weights $SW_{ij}$ may result in biased estimates of the causal effect (for details, refer to the Appendix of the paper by Hernán and Robins (2)).